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Abstract. The seminal work of Goldreich and Krawczyk (SIAM Journal on Comput-
ing) shows that any constant-round public-coin interactive proof for languages not in
BPP cannot be black-box zero knowledge. Their result says nothing, however, about
proofs (or arguments) of knowledge for languages in BPP. As a special case, their
work leaves open the question of whether Schnorr’s protocol for proving knowledge of
discrete logarithms in cyclic groups is black-box zero knowledge.
In this work we focus on the zero knowledge of proofs of knowledge, centering on
Schnorr’s protocol as a prominent example. We prove two lower bounds, ruling out
two different classes of simulators through which Schnorr’s protocol can be proven
zero knowledge:

1. We prove that if a relation R has a public-coin interactive proof of knowledge
that is black-box zero knowledge and this protocol is compatible with the
Fiat-Shamir transform in the random oracle model, then R must be efficiently
searchable. As an immediate corollary, we deduce that Schnorr’s protocol cannot
be black-box zero knowledge in groups in which discrete log is hard.

2. We define a new class of simulators for Schnorr’s protocol, which we call generic
simulators. A generic simulator is one that works in any cyclic group, and does
not use the representation of the specific group in which Schnorr’s protocol is
instantiated. We prove that Schnorr’s protocol cannot have generic simulators.

As an additional contribution, we generalize the original lower bound of Goldreich and
Krawczyk, to prove that a language not in BPP cannot have an interactive proof (not
necessarily of knowledge) that is both black-box zero knowledge and compatible with
the Fiat-Shamir transform in the random oracle model. In conjunction with recent
works, this extends the Goldreich-Krawczyk lower bound to public-coin protocols that
are not constant-round but have round-by-round soundness, including the parallel
repetition of any public-coin interactive proof.

1 Introduction
Zero-knowledge proofs, invented by Goldwasser, Micali, and Rackoff [GMR85], allow to
prove a statement without revealing anything about it other than its validity.1 Loosely
speaking, this is typically formalized by requiring the existence of a special algorithm,
called the simulator, that simulates the view of any potentially malicious verifier while only
getting the statement as input. Zero-knowledge proofs serve as a cornerstone of modern
cryptography and have found numerous applications since their inception.

E-mail: lrotem@cs.stanford.edu (Lior Rotem)
1For conciseness, in this introduction we use “proofs” to refer to both the statistically- and

computationally-sound protocols.
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Of particular interest in this work are zero-knowledge proofs of knowledge [GMR85,
BG93]. These are zero-knowledge proofs that enjoy the additional knowledge soundness
property: in the context of NP statements, if a prover manages to convince the verifier that
an instance x is in some NP language L, then it must “know” an NP witness w for x. The
definition is made precise in Section 2. Proofs of knowledge can be non-trivial to construct
even for NP languages for which trivial zero-knowledge proofs exist. A prime example
of such a situation is Schnorr’s proof of knowledge of discrete logarithms [Sch90, Sch91].
Given a cyclic group G of order p, a generator g ∈ G, and a group element h ∈ G, Schnorr’s
protocol can be used to prove knowledge of logg(h). Informally, the protocol proceeds in
three rounds:

1. The prover samples a uniformly random exponent r ←$ Zp, commits to it by
computing R← gr, and sends R to the verifier.

2. The verifier samples a random challenge c from some distribution over Zp.

3. The prover computes z ← c · logg(h) + r ∈ Zp and sends it to the verifier.
The verifier accepts if and only if gz = hc ·R.

In the terminology of NP, Schnorr’s protocol is a proof of knowledge for the relation
Rdlog = {(h, z) : gz = h}. However, the NP language Ldlog induced by the relation
is trivial: since g is a generator, every group element h ∈ G has a witness z such that
h = gz. This means that Ldlog has a very degenerate zero-knowledge proof: the prover
sends nothing and the verifier simply accepts any well-formed group element! Still, as
a proof of knowledge, Schnorr’s protocol has been highly influential in practice, as it
served as the basis for Schnorr signatures [Sch90, Sch91, PS96, BN06] and also as a
template for many other similar interative proofs in cryptographic groups (for example,
[GQ90, CP93, Oka93, CS97, Mau15]; see also [Dam02, BS23] and the references therein).

Public-coin zero-knowledge proofs and their limitations. A very useful subclass
of zero-knowledge proofs is that of public-coin protocols. In such protocols, all of the
verifier’s messages are drawn uniformly at random from some message space parametrizing
the protocol. Schnorr’s protocol mentioned above is an example of a public-coin protocol.
Public-coin protocols are advantageous due to the fact that they are publically verifiable:
the verifier holds no secrets, and any outside observant can similarly be convinced of the
validity of the claim, so long as they trust the verifier to sample their messages properly.
Moreover, if a public-coin zero knowledge proof is also constant round, then one can
apply the Fiat-Shamir transform [FS87] to make it non-interactive with provable security
guarantees in the random oracle model [BR93].

In their seminal work, Goldreich and Krawczyk [GK96] proved that public-coin proofs
exhibit an inherent tradeoff: if a language L has a proof system that is simultaneously
constant round and black-box zero knowledge, then it must be that L can be efficiently
decided by a probablisitic algorithm (that is, L is in the class BPP). By black-box zero
knowledge we mean that the simulator accesses the malicious verifier only in a black-box
way. An important corollary of their result is that parallel repetition of the well-known
GMW protocol [GMW87] is not black-box zero knowledge (at least unless NP = BPP).
The Goldreich–Krawczyk lower bound, however, says nothing about protocols for languages
inside of BPP. In particular, it says nothing about Schnorr’s protocol, since Ldlog is trivially
in BPP (an algorithm that outputs 1 on any well-formed group element trivially decides
the language). This leaves open the following question:

Is Schnorr’s protocol zero knowledge?

Note that similarly to the parallel repetition of the GMW protocol, Schnorr’s protocol
is honest verifier zero knowledge, and so the question pertains to zero knowledge against
potentially malicious verifiers.
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1.1 Our Contributions

In this note, we give strong evidence suggesting Schnorr’s protocol might not be zero
knowledge. Concretely, we prove two lower bounds on the zero-knowledge of Schnorr’s
protocol, excluding two different classes of simulators.

A lower bound on black-box zero knowledge. Our first lower bound extends the
lower bound of Goldreich and Krawczyk to Schnorr’s protocol, and rules out the possibility
that it is black-box zero knowledge in discrete-log-hard groups. More concretely, we prove
the following theorem.

Theorem 1 (informal). If schnorr’s protocol is black-box zero knowledge in a group G,
then there is a PPT algorithm A that solves the discrete log problem in G.

In fact, we prove a more general lower bound, of which Theorem 1 is an immediate
corollary. Our general lower bound applies to any interactive proof of knowledge that is
compatible with the Fiat-Shamir transform [FS87]. We say that an interactive proof of
knowledge (P, V ) is Fiat-Shamir compatible, if the non-interactive proof that is obtained
from applying the Fiat-Shamir transform to (P, V ) is a non-interctive proof of knowledge
in the random oracle model. Schnorr’s protocol is Fiat-Shamir compatible [Sch90, Sch91,
PS96, BN06, RS21]. In more detail, we prove that if (P, V ) is a Fiat-Shamir compatible
interactive proof for some relation R ⊂ X × W, then either it is not black-box zero
knowledge, or R is efficiently searchable. By that, we mean that there is a PPT algorithm
that given x ∈ X finds a w ∈ W such that (x, w) ∈ R.

Theorem 2 (informal). Let (P, V ) be an interactive proof of knowledge for a relation
R ⊂ X ×W. If (P, V ) is black-box zero knowledge and Fiat-Shamir compatible, then R is
efficiently searchable.

Apart from Schnorr’s protocol (and other so-called Σ-protocols [Dam02, BS23]), it was
recently proved that any protocol that satisfies a generalized notion of special soundness
(called (k1, . . . , kr)-special soundness) – a notion that applies to many multi-round public-
coin protocols – is Fiat-Shamir compatible [AFK22, AFK23]. Hence, by Theorem 2, any
such protocol is not black-box zero knowledge.

Corollary: Sequential composition of black-box zero-knowledge protocols. Goldreich
and Oren [GO94] proved that black-box zero knowledge is closed under sequential compo-
sition. Taken together with Theorem 2, this shows that if a relation R has an argument
system that is both: (1) black-box zero knowledge, and (2) its sequential repetition is
Fiat-Shamir compatible, then R must be efficiently searchable. As a concrete example,
the reader may think of Schnorr’s protocol with polynomial-sized challenge space. It is
not hard to see that in this case, Schnorr’s protocol is black-box zero knowledge. The
corollary says that, assuming discrete log is hard in the underlying group, the sequential
composition of Schnorr’s protocol with polynomial-sized challenge space is not Fiat-Shamir
compatible. This can be seen directly,2 but the corollary shows that this is true for any
black-box zero-knowledge protocol for a hard relation.

2Let us first think of Schnorr’s three-round protocol without sequential repetition, with a polynomial-
sized challenge space. A malicious prover, that does not “know” dlogg(h), may convince the verifier
otherwise by repeatedly invoking the honest-verifier zero knowledge simulator for Schnorr, hoping that
the resulted transcript will be consistent with the Fiat-Shamir compiler. Since the challenge space is of
polynomial size, this will happen after a polynomial number of invocations of the simulator in expectation.
This “attack” can be composed with itself sequentially to show that the sequential composition of Schnorr’s
protocol with a small challenge space is not Fiat-Shamir compatible.
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Generalizing Goldreich-Krawzyck beyond constant-round protocols. As an addi-
tional contribution, that follows rather immediately from of Goldreich and Krawzyck [GK96],
we observe that their lower bound can be generalized to apply not to just constant-round
public coin interactive proofs, but to any interactive proof that is compatible with the
Fiat-Shamir transform. By that, we mean that its non-interactive Fiat-Shamir compilation
results in a sound non-interactive proof in the random oracle model.3

Theorem 3 (informal). Let (P, V ) be an interactive proof for a language L. Then, if
(P, V ) is black-box zero knowledge and Fiat-Shamir compatible, then L is in BPP.

Since any constant-round public-coin interactive proof is Fiat-Shamir compatible, the
bound of Goldreich and Krawzyck follows from Theorem 3. However, there are examples
of public-coin protocols that are Fiat-Shamir compatible while not being constant round.
In particular, it was shown that any public-coin interactive proof that satisfies a special
notion of soundness called round-by-round soundness is Fiat-Shamir compatible [CCH+19,
CCH+18, CLW18, Hol19]. Moreover, any public-coin interactive proof can be made round-
by-round sound simply by parallel repetition [CCH+19]. Theorem 3 thus shows that the
parallel repetition of any public coin interactive proof is not black-box zero knowledge.
This can be seen as generalizing Goldreich-Krawzyck, whose lower bound rules out that
parallel repetition of GMW [GMW87] is black-box zero knowledge.

Finally, note that similarly to Theorem 2, when taken together with Goldreich and
Oren [GO94], Theorem 3 shows that the sequential repetition of any protocol for a hard
language that is black-box zero-knowledge cannot be Fiat-Shamir compatible.

A lower bound on generic zero knowledge. Our second main lower bound is specific
to Schnorr’s protocol. We define a new class of simulators for Schnorr’s protocol (or any
other protocol that can be defined in the generic-group model [Sho97]), which we call
generic simulators. Technically speaking, a simulator for Schnorr’s protocol is generic if it
can be defined as a generic algorithm in Shoup’s generic group model [Sho97]. Intuitively, a
generic simulator is one that works in any cyclic group, and does not use the representation
of the specific group in which Schnorr’s protocol is instantiated. We say that a protocol
satisfies generic zero knowledge if any malicious generic verifier has a corresponding generic
simulator. Note that some protocols do have simulators that are (non-trivially) generic.
For example, if one instantiates the GMW protocol [GMW87] using a generic group-based
commitment scheme, then the resulting protocol has a generic simulator.

Equipped with our new definition, we rule out the existence of generic simulators for
Schnorr’s protocol.

Theorem 4 (informal). Schnorr’s protocol is not generic zero knowledge.

Theorem 4 is proven by presenting a specific “malicious” generic verifier that cannot
possibly have an efficient simulator. We show that if this verifier has an efficient simulator,
then this simulator can be transformed into an algorithm for computing discrete log in
the GGM, that is too good to be true. By too good to be true, we mean that it violates
Shoup’s lower bound on the hardness of discrete log in the GGM [Sho97].

Taken together, Theorems 1 and 4 show that if Schnorr’s protocol is zero-knowldge
(against malicious verifiers), then it must be due to a simulator that simultaneously makes
non-black-box use of both the malicious verifier and the representation of the group. Indeed,
such a simulator seems unlikely and would have to rely on fundamentally new ideas.

3That is in contrast to the compatibility of proofs of knowledge with the Fiat-Shamir transform, that
required that the resulting non-interactive proof be knowledge sound in the random oracle model.
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1.2 Additional Related Work
Our work is closely related to the work Dwork, Naor, Reingold, and Stockmeyer [DNRS03].
Among the many contributions of their work, they made the following observation: if
a three-round public-coin interactive proof (P, V ) for a language L can be made non-
interactive using the Fiat-Shamir transform in the standard model using some concrete
hash function H, then (P, V ) is not zero knowledge. Theorem 3 can be seen as analogous
to the observation of Dwork et al., replacing the standard model with the random oracle
model, and zero knowledge with black-box zero knowledge.

Chen, Lombardi, Ma, and Quach [CLMQ21] considered the question of whether the
Fiat-Shamir transform must be instantiated with a cryptographic hash function. They
considered many facets of this questions. One of their conclusions was that in the GGM,
Fiat-Shamir can be applied to Shnorr’s protocol with a non-cryptographic hash function.
The malicious verifier that we construct in the proof of Theorem 4 can be interpreted as
a non-cryptographic hash function (albeit a different one than in [CLMQ21]) that can
implement the Fiat-Shamir transform.

Holmgren, Lombardi, and Rothblum [HLR21] proved that under suitable cryptographic
assumptions, the Fiat-Shamir transform can be applied to the parallel repetition of (an
instantiation of) the GMW protocol (and generalizations thereof). Together with Dwork
et al. [DNRS03], this implies that the parallel repetition of the GMW protocol is not zero
knowledge.

2 Preliminaries
In this section, we review the basic notation and definitions we rely on in this note. Most
of the section is dedicated to defining zero-knowledge proofs and zero-knowledge proofs
of knowledge, as well as standard notions in complexity and k-wise independent hash
functions. A reader that is familiar with these notions may prefer to skip to Section 3.

Notation and basic conventions. For a binary string x ∈ {0, 1}∗, we denote its length
by |x|. For any integer c ∈ N, we denote by {0, 1}≤c the set of all binary strings of length
at most c. For a set X , we denote by x←$ X the process of sampling x from the uniform
distribution over X . For a distribution X over X , we write x←$ X to denote the process
of sampling an element from X according to X. For an integer n ∈ N, we use [n] to denote
the set {1, . . . , n}. A function ν : N→ R+ is said to be negligible if for any polynomial p(·)
there exists an integer N ∈ N such that ν(n) < 1/p(n) for all n > N . We write that an
algorithm is PPT as a shorthand for it being probabilistic and polynomial-time. We say
that two ensembles of distributions X = {Xλ}λ∈N and Y = {Yλ}λ∈N are (computationally)
indistinguishable if for any PPT algorithm A there is a negligible function ν(·) such that
for every λ ∈ N it holds that∣∣∣∣ Pr

x←$Xλ

[A(x) = 1]− Pr
y←$Yλ

[A(y) = 1]
∣∣∣∣ ≤ ν(λ).

2.1 Zero-Knowledge Interactive Proofs
We briefly recall the notions of interactive proofs, zero knowledge, and proofs of knowledge.
See Goldreich [Gol01] for further discussion.

We start by defining general two-party interactive protocols. A two-party interactive
protocol is a pair (A, B) of algorithms, each computing its corresponding next message
functions. That is, A(x, a, m1, . . . , mk; r) is a function mapping a shared input x, a private
input a, messages m1, . . . , mk exchanged so far, and randomness r, to the next outgoing
message mk+1 from A to B. The function B(x, b, m1, . . . , mk; r) is similarly defined. The
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transcript of the protocol is the concatenation of all messages exchanged by A and B on
shared input x and private inputs a and b. For fixed x, a and b it is a random variable
over the randomness of A and B. We say that (A, B) is polynomially bounded if there
exists a polynomial p such that for all x, a and b it holds that the trascipt is of length at
most p(|x|) with probability 1.

An interactive proof is a two-party interactive protocol (P, V ), consisting of a prover
P and a verifier V . Both parties receive a joint input x, known as the statement, as
input. P additionally receives a witness w as a private auxiliary input. At the end of the
protocol, V outputs a special message, accept or reject, which terminates the execution.
We denote by ⟨P (w), V ⟩ (x) the output of V when P and V interact on shared input x
and P additionally runs on the private input w. Note that for fixed x and w, this is a
random variable over the random coins of P and V .

Definition 1. Let R be a relation, where R ⊆ X ×W for sets X and W. Let L = {x ∈
X : ∃w ∈ W s.t. (x, w) ∈ R}. We say that (P, V ) is an interactive proof for L if it
satisfies the following conditions:

• Efficiency: (P, V ) is polynomially bounded and V is a PPT algorithm. If P is also
a PPT algorithm, we say that (P, V ) has an efficient prover.

• Completeness: There exists a negligible function νcmp(·) such that for every
(x, w) ∈ R, it holds that

Pr [⟨P (w), V ⟩ (x) = accept] ≥ 1− νcmp(|x|).

If ν1 = 0, we say that (P, V ) satisfied perfect completeness.

• Soundness: For every algorithm P ∗ there exists a negligible function νsnd such that
for every x ̸∈ L, it holds that

Pr [⟨P ∗, V ⟩ (x) = accept] ≤ νsnd(|x|).

We may require that soundness only holds against computationally-bounded provers.
We call such protocols interactive arguments.

Definition 2. Let R and L be defined as in Definition 1. We say that (P, V ) is an
interactive argument for L if it satisfies efficiency and correctness as in Definition 1 and
the soundness condition is replaced by:

• Soundness: For every PPT algorithm P ∗ there exists a negligible function νsnd(·)
such that for every x ̸∈ L, it holds that

Pr [⟨P ∗, V ⟩ (x) = accept] ≤ νsnd(|x|).

Looking ahead, in this paper we may refer to “proofs” for conciseness when making
statements that hold for both proofs and arguments.

Proofs of knowledge. Proofs of knowledge are interactive proofs in which the standard
soundness requirement is replaced by “knowledge soundness”. A protocol (P, V ) for a
relation R is knowledge sound, if there is an efficient oracle-aided algorithm K (known as
the extractor) which can “extract” a witness from any prover P ∗ that convinces the verifier
to accept with high enough probability. This extraction is done via black-box access to
P ∗. Concretely, a protocol (P, V, K) is a proof of knowledge if for any prover P ∗ which
convinces V to accept with some probability ϵ, KP ∗(x) outputs a witness w such that
(x, w) ∈ R with a related probability ϵ′, where x is shared input.
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It is important to clarify what we mean by the fact that K gets black-box access to
P ∗. K can initialize many copies of P ∗ on instances and random coins of its choice, and
gets oracle access to these copies. It can then interact with each of these copies, playing
the role the honest verifier V . Observe that this in particular allows K to rewind P ∗ by
initializing two copies of it with the same random coins, and “fork” messages of V it sends
these copies at a certain point of its choice.

Definition 3. Let R and L be as in Definition 1. We say that (P, V, K) is an interactive
proof of knowledge for R, if it satisfies efficiency and correctness as in Definition 1 and the
soundness condition is replaced by:

• Knowledge soundness: For every algorithm P ∗ and for every instance x (either
in L or not), let

ϵP ∗,x := Pr [⟨P ∗, V ⟩ (x) = accept] .

Then, there exists a polynomial p(·, ·) such that for every P ∗ and x it holds that

Pr
[
(x, w) ∈ R : w ←$ KP ∗

(x)
]
≥ p(ϵP ∗,x, |x|−1). (2.1)

More over, K is a probabilistic algorithm such that for every P ∗ and x, KP ∗(x) runs in
expected time polynomial in |x| and ϵ−1

P ∗,x.
If Eq. 2.1 is only guaranteed to hold for all PPT algorithms P ∗, then we say that

(P, V, K) satisfies computational knowledge soundness, or is an interactive argument of
knowledge.

Note that if P ∗ convinces the verifier to accept with non-negligible probability, then
the probability that K outputs a valid witness is also non-negligible. Moreover, since we
do not restrict x to be in L, knowledge soundness implies soundness per Definition 1 and
Definition 2.

Zero knowledge. We now define zero knowledge of interactive proofs and arguments.
We only consider computational zero knowledge in this paper. Since we show that
certain classes of protocols do not satisfy (certain types of) zero knowledge, considering
computational zero knowledge makes these lower bounds stronger.

We denote by (P (w), V ∗)(x) the random variable that corresponds to the view of V ∗

in an interaction with P on shared input x and where P runs on private input w. That is,
the view consists of x, the transcript of the interaction, and V ∗’s random coins.

Definition 4. Let R and L be defined as in Definition 1, and let (P, V ) be an interactive
proof for a language L. We say that (P, V ) is zero knowledge if for every non-uniform PPT
algorithm V ∗ there exists a probabilistic expected polynomial-time non-uniform algorithm
S, called the simulator, such that the following ensembles are indistinguishable:

{(P (w), V ∗)(x)}(x,w)∈R and {S(x)}(x,w)∈R

The notion is similarly defined for interactive arguments, and interactive proofs and
arguments of knowledge.

We now define black-box zero knowledge. The definition is obtained from Definition 4
by requiring that there is a single universal simulator S, that is restricted to access V ∗ only
via oracle access. That is, the simulator may initialize many copies of V ∗ on random coins
of its choice, query them on partial transcripts, and receive V ∗’s response computed as a
function of the random coins and the partial transcript. For a more exhustive discussion,
see [GK96].



8 Goldreich-Krawczyk Revisited

Definition 5. Let R and L be defined as in Definition 1, and let (P, V ) be an interactive
proof for a language L. We say that (P, V ) is black-box zero knowledge if there exists a
probabilistic expected polynomial-time algorithm S, such that for every non-uniform PPT
algorithm V ∗, the following ensembles are indistinguishable:

{(P (w), V ∗)(x)}(x,w)∈R and {SV ∗(·)(x)}(x,w)∈R

The above definition ignores various technicalities that have to do with the random
coins of V ∗. These technicalities will not be important for us since, jumping ahead, we
will only consider black-box zero knowledge against deterministic malicious verifiers. For
more detail, see for example [GK96].

2.2 The Fiat-Shamir Compiler
The Fiat-Shamir hueristic [FS87] is a way to transform a public coin interactive proof into
a non-interactive (i.e., one message) proof. Recall that a proof is said to be public coin if
in each round, the verifier just sends its coin flips for this round, and the verifier’s final
output is a deterministic function of the instance x and the transcript of the protocol.
Note that any public-coin interactive proof can be transformed into one in which the
final acceptance/rejection decision made by the verifier is a deterministic function of the
instance x and the transcrript t of the protocol. If the verifier uses random coins to make
its final decision, then it can send them as a final public-coin message in the protocol.
Hence, looking forward, when talking about general public coin protocols, we will assume
that the final verifier’s decision is deterministic. We will overload notation and write V (·)
do denote this deterministic decision function. When the instance x is clear from context,
we may abbreviate and write V (t) instead of V (x, t).

We define Fiat-Shamir in the random oracle model, in which all algorithms (including
the adversary) have access to an oracle O, whose domain and range will become apparent
in a second. Before the protocol is executed, O is sampled uniformly at random from the
set of all functions with these domain and range.

For an interactive public coin protocol (P, V ) we define a related non-interactive
protocol (PFS, VFS) in the following manner. Say that (P, V ) consists of 2k + 1 messages,
where P sends all odd messages, and V sends all even messages. We denote P ’s messages
by x1, . . . , xk+1 and V ’s messages by y1, . . . , yk. We assume without loss of generality
that P sends the last message in the protocol to be compatible with Schnorr’s protocol as
sketched above. Note that any protocol in which V sends the last message (for example,
to enforce that its decision is a deterministic function of the instance and transcript, as
discussed above) can be transformed into a protocol in which P sends the last message by
letting it send an arbitrary “dummy” message xk+1 and having V ignore it when deciding
on its output. Then, (PFS, VFS) on shared input x and private PFS-input w is defined by:

1. PFS first samples randomness rP for P and computes x1 := P (x, w; r). It then
queries O on (x, x1) to obtain y1 and computes x2 := P (x, w, x1, y1). This pro-
cess is then repeated until PFS obtains a full transcript of (P, V ). That is, for
i = 2, . . . , k: PFS queries O on (x, x1, y1, . . . , xi) to obtain yi, and then com-
putes xi+1 ←$ P (x, w, x1, y1, . . . , xi, yi). The final proof outputted by PFS is π =
(x1, y1, . . . , xr, yr, xk+1).

2. On input x and π = (x1, y1, . . . , xk, yk, xk+1), the Fiat-Shamir verifier VFS decides
on its output as follows: It first verifies that all yis are computed correctly; that is,
that for all i ∈ [k] it holds that yi = O(x, x1, y1, . . . , xi−1) (this is done using VFS’s
oracle access to O). If for any i this check fails, VFS outputs reject and terminates.
Otherwise, VFS invokes V (π) and outputs the same.
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2.3 Relations, Languages, and Complexity Classes
Let X and W be sets and let R ⊆ X ×W be a relation over these sets. We will denote by
LR ⊂ X the set of all x ∈ X for which there is a corresponding w ∈ W in the relation:

LR := {x ∈ X : ∃w ∈ W s.t. (x, w) ∈ R} .

Let R be a relation. We say that R is efficiently searchable, if there exists a PPT
algorithm A such that on every input x ∈ LR in the language induced by R, A finds a
witness w such that (x, w) is in R with non-negligible probability.

Finally, we make use of the standard complexity classes NP and BPP. The reader is
referred to [AB09] for formal definitions.

2.4 k-Wise Independent Hash Functions
A function family H is said to be uniform over a set S of elements in its domain, if a
uniformly-sampled function h← H acts as a truly random function when evaluated on S.
A family that is uniform over all subsets of the domain of size at most k are called k-wise
independent. This is formally captured via the following definition:

Definition 6. Let X and Y be sets and let S = {x1, . . . , xk} ⊆ X be a subset of size k.
We say that a function family H mapping X to Y is uniform over S if for every tuple
(y1, . . . , yk) ∈ Yk it holds that

Pr
h←H

[∀i ∈ [k] : h(xi) = yi] = 1
|Y|k

.

We say that H is k-wise independent if it is uniform over all subsets of X of size at most k.

For constructions of k-wise independent hash functions, see for example [Jof74, WC81,
CG89, NN90].

3 A Lower Bound for Proofs of Knowledge
In this section, we prove a lower bound on the black-box zero knowledge of any knowledge-
sound public-coin proof or argument that is compatible with the Fiat-Shamir transform.
Namely, we prove that if a proof (or argument) of knowledge (P, V, K) for a relation R
is black-box zero knowledge and is compatible with Fiat-Shamir, then R must be easily
searchable. In particular, this shows that any Σ-protocol for a “hard” relation R is not
black-box zero knowledge.4 This includes Schnorr’s protocol [Sch90, Sch91, PS96, BN06]
for proving knowledge of discrete log in discrete log hard groups (and later generalizations
thereof; see the introduction for examples).

Before presenting the results of this section, we need to define what it means for a
proof of knowledge to be Fiat-Shamir-compatible. We first define the knowledge soundness
of non-interactive proofs in the random oracle model. A non-interactive proof (P, V, K)
is knowledge sound in the random oracle model if Definition 3 holds with the following
changes:

• P and V are now oracle-aided algorithms that get access to a random oracle O.
Any malicious prover P ∗ is also an oracle-aided algorithm that expects access to a
random oracle.

4A Σ-protocol is a 3-round public-coin protocol with special soundness [Cra97] (see also [BS23]).
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• The probability that a malicious prover convinces the verifier to accept is now defined
also over the choice of random oracle. That is:

ϵP ∗,x := Pr
[〈

P ∗O, V O
〉

(x) = accept
]

,

where the probability is taken over the random coins of P ∗ and the choice of O.

• As in the standard model, the knowledge extractor K runs the malicious prover P ∗

as a (black-box) subroutine. When P ∗ is an oracle-aided algorithm, it is up to K to
simulate this oracle to it.

We can now define the Fiat-Shamir-compatibility of proofs of knowledge. Informally,
an interactive proof of knowledge is Fiat-Shamir compatible if its Fiat-Shamir compilation
is a non-interactive proof of knowledge in the random oracle model.

Definition 7. Let R be a relation, where R ⊆ X ×W for sets X and W . Let (P, V, K) be
a public-coin interactive proof of knowledge for R, and let (PFS, VFS) be the non-interactive
proof for R obtained from (P, V ) via the Fiat-Shamir transform. Then, we say that (P, V )
is Fiat-Shamir compatible if there exists an algorithm KFS such that (PFS, VFS, KFS) is an
argument of knowledge in the random oacle model.

Equipped with Definition 7, we state the main theorem of the section.

Theorem 5. Let R be a relation, where R ⊆ X ×W for sets X and W, and let (P, V, K)
be a public-coin interactive proof of knowledge for R. Suppose that (P, V, K) is black-box
zero knowledge and Fiat-Shamir compatible. Then, R is efficienlty searchable.

Before proving the theorem, we make two remarks:

1. We will only handle the case where the simulator S guaranteed by the black-box zero
knowledge is strictly polynomial time. If S runs in expected polynomial-time we
can make it run in strictly polynomial time using a standard execution truncation
argument. See [GK96] for more detail.

2. As in [GK96], we will only rely on the fact that S needs to be a simulator for
deterministic non-uniform verifiers. Note that this only makes the result stronger, as
we are ruling out even a simulator that only works for determinstic verifiers.

We now prove Theorem 5.

Proof. Let R and (P, V, K) be as in the statement of the theorem. We will construct an
algorithm A that efficiently searches the relation R.

By assumption, (P, V, K) is black-box zero knowledge. Let S be the black-box simulator
guaranteed by Definition 4. We further assumed that (P, V, K) is Fiat-Shamir compatible,
and therefore, there exists an extractor KFS for the Fiat-Shamir compiled variant of the
protocol. With these algorithms at hand, we can define the algorithm A. On input x ∈ X ,
A does:

1. Invoke the extractor KFS on input x.

2. KFS expects black-box access to a prover P ∗ for the non-interactive Fiat-Shamir-
compiled protocol (PFS, VFS). A simulates this access as follows:

(a) KFS can initiate many copies of P ∗. When it initiates the ith copy of P ∗ with
input xi random coins randi, KFS invokes S(xi; randi). We call this invocation
the ith copy of S.



Lior Rotem 11

(b) For each i, the ith copy of S expects oracle access to a malicious verifier Vi.
To simulate this access, whenever the ith copy of S issues a query (a partial
transcript) pt to Vi, A forwards pt to KFS as a query made by the ith copy of
P ∗ to the random oracle O. If and when KFS replies with a response c to this
query, A forwards c to S as the response by Vi.

(c) Whenever a copy of S outputs a transcript t, A forwards this transcript as a
proof outputted by the corresponding copy of P ∗.

3. Finally, KFS outputs a witness w ∈ W. A outputs the same w.

We now turn to bound the success probability of A in finding a witness w such that
(x, w) ∈ R. For ease of notation, we assume that the (honest) verifier’s messages in all
rounds of the protocol are uniformly random in {0, 1}ℓ for ℓ = ℓ(|x|) (the proof readily
extends to the general case where each round specifies a different message space). For
a function f : {0, 1}∗ → {0, 1}ℓ that maps partial transcripts of the protocol (P, V ) to
verifier messages, we define the “malicious” deterministic verifier Vf that simply decides
on its next message by invoking f on the transcript of the execution thus far. Let ϵS,f,x

denote the probability that on input x, S outputs an accepting transcript when given
black-box access to Vf . That is,

ϵS,f,x := Pr
[
V (SVf (·)(x)) = accept

]
where the probability is taken over the random coins of S. Let ϵS,x denote the probability
that on input x, S outputs an accepting transcript when given black-box access to Vf for
a uniformly random f . That is,

ϵS,x := Pr
[
V (SVf (·)(x)) = accept

]
where the probability is taken over the random coins of S and the random choice of f .

Observe that the distribution of oracle answers induced by the random choice of f
is identical to that induced by a random oracle. Hence, by definition of Fiat-Shamir
compatibility, there exists a polynomial p such that for every x ∈ LR it holds that

Pr [(x, A(x)) ∈ R] ≥ p(ϵS,x, |x|−1).

The following lemma relates ϵS,x to the zero-knowledge of (P, V ). The lemma is proven
at the end of the section.

Lemma 1. There exists a negligible function νzk(·) such that for every x ∈ LR, it holds
that ϵS,x ≥ 1− νzk(|x|).

Therefore, A is an expected polynomial time algorithm that finds a witness w for x
with non-negligible probability. By a standard execution trancation argument, A can
be made strictly polynomial time with a polynomial loss in its success probability. This
implies that R is efficiently searchable, concluding the proof of the theorem.

We conclude by proving Lemma 1.5

Proof of Lemma 1. Let x ∈ LR, let q = q(|x|) be a bound on the number of queries issued
by S to the verifier on input x. Moreover, let c = c(|x|) be a bound on the total length
of the messages exchanged in (P, V ) on input x. We wish to argue that the transcript t
outputted by S, when executed by A as a sub-routine, is accepting for x with probability
at least 1− νzk(|x|) for some negligible νzk.

5The lemma extends part 2 of Lemma 6.3 from [GK96].



12 Goldreich-Krawczyk Revisited

To this end, we define a family of “malicious” verifiers {Vh}h∈Hn
, where n = |x| and

Hn is a family of q-wise independent hash functions, mapping inputs in {0, 1}≤|x|+c(|x|) to
outputs in {0, 1}ℓ(n). The verifier Vh is deterministic and decides on its next message by
applying h to the input x and the interaction thus far. That is, let x̃ be the instance on
which (P, Vh) is invoked, and let x̃1, ỹ1, . . . , x̃i be the partial transcript of the execution so
far. Then, Vh’s ith message is ỹi = h(x̃, x̃1, ỹ1, . . . , x̃i).

For (x, w) ∈ R and a hash function h ∈ Hn, let ϵh,x,w denote the probability, defined
over the random coins of P , that an interaction between P and Vh is accepting:

ϵh,x,w := Pr [⟨P (w), Vh⟩ (x) = accept] .

By zero knowledge, there exists a negligible function νzk(·) such that for every (x, w) ∈ R
and h ∈ Hn, it holds that

ϵS,h,x ≥ ϵh,x,w − νzk(|x|). (3.1)

For every x ∈ LR, let w∗(x) denote some canonical witness for x (e.g., the first witness in
some lexicographic order). Since Hn is q-wise independent, it holds that

ϵS,x = Eh←$Hn
[ϵS,h,x] (3.2)

≥ Eh←$Hn

[
ϵh,x,w∗(x) − νzk(|x|)

]
(3.3)

= Eh←$Hn

[
ϵh,x,w∗(x)

]
− νzk(|x|). (3.4)

Finally, by q-wise independence of Hn, the expectation Eh←$Hn

[
ϵh,x,w∗(x)

]
describes the

probability that V accepts in an honest execution of (P, V ) when the shared instance is x
and P gets the additional input w∗(x). By completeness of (P, V ), it holds that

Eh←$Hn

[
ϵh,x,w∗(x)

]
≥ 1− νcmp(|x|) (3.5)

for some negligible function νcmp(·). Denoting ν′ = νzk + νcmp, we obtained that

ϵS,x ≥ 1− ν(|x|).

Noting that ν is a negligible function concludes the proof of the lemma.

4 A Lower Bound for Interactive Proofs and Argu-
ments

In this section we generalize the lower bound of Goldreich and Krawczyk [GK96] for
interactive proofs and arguments. Namely, we show that if a language L has any interactive
argument that is simultaneously black-box zero knowledge and compatible with Fiat-
Shamir in the random oracle model, then L ∈ BPP. This includes, in particular, the case
of constant-round public coin arguments considered by Goldreich and Krawczyk. First,
we need to define what we mean when we say an interactive proof is compatible with
Fiat-Shamir.

Definition 8. Let (P, V ) be an interactive proof for a language L, and let (PFS, VFS) be
the non-interactive proof for L obtained from (P, V ) via the Fiat-Shamir transform. Then,
we say that (P, V ) is Fiat-Shamir compatible if (PFS, VFS) is computationally sound, when
O is modeled as a random oracle.

We now state the main theorem of this section.

Theorem 6. Let L be a language and let (P, V ) be an interactive proof for L. Suppose
that (P, V ) is black-box zero knowledge and Fiat-Shamir compatible. Then, L ∈ BPP.
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As in Section 3, we may assume that the simulator S guaranteed by the black-box zero
knowledge property runs in strict polynomial time.

Proof. Suppose that (P, V ) is black-box zero knowledge, and let S be the universal
simulator guaranteed by this assumption. Consider the following algorithm A for deciding
the language L. On input x ∈ {0, 1}n, A does:

1. Invoke S(x), and for every query (x′, x1, y1, . . . , xi) issued by S to its oracle verifier,
reply with a uniformly random yi ←$ {0, 1}ℓ(n). Eventually S outputs a transcript
t = (x̃, x̃1, ỹ1, . . . , x̃k, ỹk, ˜xk+1).

2. Invoke the (honest) verifier V on input t and output the same. That is, output
V (x, t).

The following two lemmata establish the correctness of A in deciding L.

Lemma 2. There exists a negligible function ν(·) such that for every x ̸∈ L, A(x) outputs
1 with probability at most ν(|x|).

Proof. We wish to argue that the transcript t outputted by S is accepting for x with
probability at most ν(|x|) for a negligible ν(·), and the claim will follow by the definition
of A.

Suppose towards contradiction that this is not the case. That is, there exists a
polynomial p(·) such that the probability of V (t) = accept is greater than 1/p(|x|). In
this case, we break the soundness of the non-interactive Fiat-Shamir variant of (P, V ),
denoted (PFS, VFS). To this end, we construct a malicious prover P ∗FS convincing VFS to
accept with non-negligible probability. On input x ̸∈ L and given oracle access to a random
oracle O, P ∗FS invokes the simulator S(x) and simulates to it oracle access to the verifier
V ∗: Whenever S queries V ∗ on (x̃, x̃1, ỹ1, . . . , x̃i), P ∗ queries O on (x̃, x̃1, ỹ1, . . . , x̃i) and
replies to S with the response ỹi it receives from O. Finally, when S outputs a transcript
t, P ∗FS outputs the proof π = t.

We claim that π is accepted by VFS with probability at least 1/p(|x|). Observe that by
the definition of O, the replies of P ∗FS to S’s queries to the malicious verifier are uniformly
random and independent. Hence, they are distributed the same as the replies of A to S’s
queries. Note that the view of S is determined by x, its random coins, and the responses
to its queries. Hence, the view of S is distributed as its view in its invocation by A. It
follows that t is accepting with probability at least 1/p(|x|). This means that P ∗FS breaks
the soundness of (PFS, VFS), in contradiction to the Fiat-Shamir compatibility of (P, V ).
This concludes the proof of the claim.

Lemma 3. There exists a negligible function ν′(·) such that for every x ∈ L, A(x) outputs
1 with probability at least 1− ν′(|x|).

The proof of Lemma 3 is identical to that of Lemma 1. Taken together, the two
lemmata show that A successfully decides L with overwhelming probability, implying that
L ∈ BPP.

5 A Lower Bound for Generic Zero Knowledge
In this section, we prove the nonexistence of a “generic” simulator for Schnorr’s protocol.
We start by defining generic simulators, and then prove that such simulators cannot exist
for Schnorr’s protocol in groups in which discrete log is hard.
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5.1 Generic Simulators
We first recall the generic group model (GGM), introduced by Shoup [Sho97], and focus
on prime-order groups for simplicity. The GGM is an idealized model in which group
elements are represented by “opaque” random bit-strings. Intuitively, the GGM captures
group algorithms that work in any group, and do not exploit the underlying representation
of group elements in a specific group.

Let p ∈ N be a prime and let λ = ⌈log p⌉. Then, a generic group of order p is induced
by a random injection σ, mapping integers in Zp to bit-strings in {0, 1}2λ. A group element
is an element in the image of σ. The group operation is induced by the inverse (partial)
function σ−1 and the group operation of the additive group Zp. That is, if we denote the
group operation by ◦, then for every ℓ1, ℓ2 ∈ Im(σ), we have

ℓ1 ◦ ℓ2 := σ(σ−1(ℓ1) + σ−1(ℓ2)),

where addition is in Zp. For ℓ ∈ Im(σ) and c ∈ Z, we may write ℓc to denote

ℓ ◦ ℓ ◦ · · · ◦ ℓ︸ ︷︷ ︸
c times

Algorithms in the GGM do not have an explicit description of σ. Rather, they access
the group operation via an oracle Oσ. On input two labels ℓ1 and ℓ2 in {0, 1}2λ, Oσ

replies with ℓ1 ◦ ℓ2 if ℓ1, ℓ2 ∈ Im(σ) and with ⊥ otherwise. We will always assume that all
algorithms receive the generator σ(1) as input, and may not mention this explicitly. In
particular, they can compute σ(a) for every a ∈ Zp in O(log p) queries to the group oracle.

Algebraic representation of labels. As many proofs in the GGM, we will rely on the
fact that by observing the oracle queries of a generic algorithm A, generic group elements
(labels) that A computes can be expressed as a “linear-in-the-exponent” combination of
its input elements. Concretely, let (ℓ1, . . . , ℓk) denote the input elements to a generic
algorithm A, where every ℓi ∈ {0, 1}2λ. Throughout the execution of A, we associate every
label ℓ in {0, 1}2λ with a set of vectors in Zk

p. We call this set the representation of ℓ and
denote it by rep(ℓ). Initially, for every i ∈ [k] we define rep(ℓi) = {e⃗i}, where e⃗i ∈ Zk

p is
the vector whose ith entry is 1 and all of its other entries are 0. For every ℓ ∈ {0, 1}2λ not
given as input to A, rep(ℓ) is initialized as empty rep(ℓ) = ∅.

Suppose A issues a query (ℓ1, ℓ2) to Oσ and the oracle replies with ℓ3. Then, we
update rep(ℓ3) as follows: if rep(ℓ1) or rep(ℓ2) are ∅, we do nothing. Otherwise, we add to
rep(ℓ3) all vectors in in rep(ℓ1) + rep(ℓ2), where the sum of two sets S1 + S2 is defined as
{s1 + s2 : s1 ∈ S1, s2 ∈ S2}.

Generic protocols and generic simulators. Equipped with the above definition, we
can define interactive proofs in the GGM. Such proofs are defined similarly to standard-
model interactive proofs (recall Section 2), but now the prover P and the verifier V are
oracle-aided algorithms with access to the group oracle Oσ. Completeness, soundness, and
knowledge soundness can be easily extended to the generic setting as well, but we will
not need these extensions to state and prove our result in this section. We will refer to
interactive proofs in the GGM as generic interactive proofs.

Note that in the GGM, it makes sense to define relations relative to the group or-
acle. The discrete log relation with respect to the group oracle, defined by Rp,σ ={

(h, x) ∈ {0, 1}2λ × Zp : σ(x) = h
}

, is perhaps the simplest example of such a relation.
We can consider generic interactive proofs with respect to such oracle-dependent relations,
and Schnorr’s protocol (which we will shortly define) is an example of that.

With the notion of generic interactive proofs at hand, we can define what we mean when
we say that such a protocol has a generic simulator. Loosely, a generic interactive proof
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is generic zero-knowledge if for every malicious verifier (V ∗)Oσ , there is a corresponding
generic simulator (SV ∗)Oσ .

Definition 9. Let (POσ , V Oσ ) be an interactive proof for a relation ROσ . We say that
(POσ , V Oσ ) satisfies generic zero knowledge if for every PPT oracle-aided algorithm (V ∗)Oσ

there exists a probabilistic expected polynomial-time oracle-aided algorithm SOσ , called
the simulator, such that the following ensembles are indistinguishable for any PPT generic
algorithm:

{(POσ (w), (V ∗)Oσ )(x)}(x,w)∈ROσ and {SOσ (x)}(x,w)∈ROσ

Two remarks are in order:

1. The distribution ensembles in Definition 9 are implicitly defined over a sequence
of oracles in the following way. We write Oσ to refer to a sequence of oracles
{Oσp

}p∈S , where S is an infinite sequence of primes p1, p2, . . . and for each i it holds
that pi+1 > pi. This induces a sequence of relations ROσ = {ROσp }p∈S . Looking
ahead, we can restrict the discussion to relations in which both the instance size and
witness size (in bits) are polynomially-related to log p ≈ λ. Hence, when we will say
“polynomial time” there will be no ambiguity: this will be both in terms of instance
and witness (which will constitute the inputs to the algorithms we will consider) and
in terms of log p.

2. We rely on the convention that the running time of an oracle-aided algorithm serves
as an upper bound on the number of oracle queries it issues. Hence, a PPT generic
algorithm makes at most a polynomial number of queries to the group oracle.

5.2 Schnorr Has No Generic Simulators
Schnorr’s protocol. We briefly recall Schnorr’s proof of knowledge of discrete log. We
present the protocol as a generic protocol. In this setting, the prover P and the verifier
V share a group element X ∈ {0, 1}2λ. P additionally holds an integer x ∈ Zp such that
σ(x) = X. The protocol proceeds as follows:

1. Round 1: P samples a uniformly random a←$ Zp, computes A← σ(a) via the oracle
Oσ and sends A to V .

2. Round 2: V samples a uniformly random c←$ Zp and sends it to P .

3. Round 3: P computes γ ← c · x + a and sends it to V .

4. Final verification: V checks that σ(γ) = Xc ◦A, where σ and ◦ are computed via the
oracle Oσ. If this check passes, V outputs accept and otherwise, it outputs reject.

Theorem 7. Schnorr’s protocol does not satisfy generic zero knowledge.

To establish Theorem 7, we prove a lemma that shows that if Schnorr’s protocol
does have a generic simulator SV ∗ for every malicious verifier V ∗, then there is a generic
algorithm that computes discrete logs in the GGM, with the same number of queries
as on of these simulators. Shoup’s lower bound on the hardness of discrete log in the
GGM [Sho97] then implies that every simulator must make at least Ω(√p) queries, and
hence cannot be polynomial in log p. We now turn to state and prove our main lemma.

Lemma 4. Suppose that Schnorr’s protocol is generic zero knowledge. Then, there exists
a PPT generic verifier V ∗ such that the following holds. For every generic simulator S
for V ∗, there exists a discrete log algorithm B such that

Pr [B(σ(1), σ(x)) = x] ≥ 1− 2Q + 3
p−Q

− ϵ,
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where ϵ = ϵ(log p) is a negligible function in log p, Q = Q(p) is a bound on the number of
GGM queries issued by S, and the probability is taken over the random coins of B and the
choice of σ. Moreover, B makes at most Q queries to the GGM oracle.

Proof. Consider the following “malicious” verifier V ∗:

1. On instance X ∈ {0, 1}2λ and first prover message A ∈ {0, 1}2λ, V ∗ decides on the
challenge c by parsing the first λ bits of A as an element of Zp. This element is the
challenge c sent by V ∗.

2. Upon receiving the second prover message γ, V ∗ uses the honest verifier decision
rule to determine whether to accept. That is, it accepts if and only if σ(γ) = Xc ◦A.

Now suppose that there exists a generic simulator S for V ∗. We claim that such a simulator
can be used to compute the discrete log of X with overwhelming probability, and so the
number of group operation queries it issues must be exponential in log p.

We construct a generic algorithm B, that on input (σ(1), X = σ(x)) computes x with
the same number of queries as S. On input X, B is defined by:

1. Invoke S on input (σ(1), X).

2. Whenever S issues a query (ℓ1, ℓ2), forward the query to Oσ. Let ℓ3 be the response
of the oracle. Forward ℓ3 as the response to S. If |rep(ℓ3)| > 1, denote by (β, α) and
(β′, α′) be the representations of ℓ3. Output x′ = (β− β′) · (α′−α)−1 and terminate.
Note that it cannot be the case that (α, β) ̸= (α′, β′) and α = α′.

3. If at any point, S issues a query (ℓ1, ℓ2) issued by S such that Oσ(ℓ1, ℓ2) ̸= ⊥ but
rep(ℓ1) = ∅ or rep(ℓ2) = ∅, then abort.
(A aborts if S “gussed” valid labels ℓ1 and ℓ2 in the image of σ without obtaining
them as inputs/oracle replies).

4. Finally, S outputs a transcript (A′, c′, γ′). Let (β, α) be the unique representation
in rep(A′). Observer that if this step is reached, it must be the case that rep(A′)
contains exactly one representation.

5. Abort if any of the following conditions do not hold:

(a) The transcript (A′, c′, γ′) is accepting.
(b) c′ is the Zp element obtained by parsing the first λ bits of A′ as an element of

Zp.
(c) α + c′ ̸= 0.

6. If reached, output x′ = (γ′ − β) · (α + c′)−1 ∈ Zp.

We now analyze the success probability of B. If B terminates in Step 2, then it neces-
sarily finds the correct x′ = x. This is because both (β, α) and (β′, α′) are representations
of the same group element, which implies that αx + β = α′x + β′ and hence x′ = x.
Therefore, we condition the rest of the analysis on the event in which B does not terminate
in Step 2.

Note that whenever B does not abort (in either Step 3 or Step 5), it successfully
finds σ−1(X). This is because (A′, c′, γ′) is an accepting transcript, which means that
A′ ◦Xc′ = σ(γ′). In turn, this implies that αx + β + c′x = γ′, and the fact that x′ = x
follows.

We are left with bounding the probability that B does not abort. Let Eguess denote the
event in which B aborts in Step 3. Since the image of σ is of size less than 2λ but the
label space is of size 22λ, the probability for Eguess is at most Q · 2−λ ≤ Q/p. The rest of
the analysis is conditioned on ¬Eguess.
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For i ∈ {a, b, c}, let Ei denote the event in which B aborts in Step 5 due to condition
(i). First, note that when interacting with an honest prover, V ∗ always accepts. Moreover,
by definition of V ∗, it is always the case that the challenge c is the first λ bits of the first
prover message A (interpreted as a Zp element). Hence, by zero knowledge, the probability
that the event Ea ∨ Eb occurs is at most ϵ(λ) for some negligible function ϵ.

The event Ec can happen in one of four ways:

1. The first λ bits of X = σ(x) encode the integer 1 ∈ Zp. This happens with probability
1/p.

2. The first λ bits of σ(1) encode the integer 0 ∈ Zp. This happens with probability
1/p.

3. S issues a query ℓ1, ℓ2 such that rep(ℓ1) = (β1, α1), rep(ℓ2) = (β2, α2), α1 + α2 =
0 ∈ Zp, and the first λ bits of Oσ(ℓ1, ℓ2) encode 0 ∈ Zp. Since S issues at most Q
queries, and the label of each response encodes 0 ∈ Zp with probability 1/p, the total
probability that this event happens is at most Q/p.

4. S issues a query ℓ1, ℓ2 such that rep(ℓ1) = (β1, α1), rep(ℓ2) = (β2, α2) and the first λ
bits of Oσ(ℓ1, ℓ2) encode the Zp element α1 + α2. Note that α1 are well defined α2
for all queries issued by S, since we are conditioning the analysis on ¬Eguess (and
hence rep(ℓ1) ̸= ∅ and rep(ℓ2) ̸= ∅) and on B not terminating in Step 2 (and hence
|rep(ℓ1)| ≤ 1 and |rep(ℓ2)| ≤ 1).
The probability for this event is bounded by Q/(p−Q).

Overall, the probability that Ec occurs is less than (2Q + 2)/(p−Q).
Putting everything together, we obtain that the probability that

Pr [B(σ(1), σ(x)) ̸= x] ≤ 2Q + 3
p−Q

+ ϵ

concluding the proof of the lemma.
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