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Abstract. As the industry prepares for the transition to post-quantum secure
public key cryptographic algorithms, vulnerability analysis of their implementations
is gaining importance. A theoretically secure cryptographic algorithm should also
be able to withstand the challenges of physical attacks in real-world environments.
MAYO is a candidate in the ongoing second round of the NIST post-quantum
standardization process for selecting additional digital signature schemes. This paper
demonstrates three first-order single-execution fault injection attacks on the official
MAYO implementation on the ARM Cortex-M4. By using voltage glitching to disrupt
the computation of the vinegar seed during the signature generation, we enable the
recovery of the secret key directly from the faulty signatures. Our experimental results
show that the success rates of the fault attacks in a single execution are 36%, 82%,
and 99%, respectively. They emphasize the importance of developing countermeasures
against fault attacks prior to the widespread deployment of post-quantum algorithms
like MAYO.
Keywords: Fault injection · MAYO · Multivariate cryptography · Post-quantum
digital signature · Key recovery attack

1 Introduction
The National Institute of Standards and Technology (NIST) recently concluded its compe-
tition for Post-Quantum Cryptographic (PQC) algorithms, resulting in the publication
of standards for key encapsulation mechanism ML-KEM [Nat24b], and digital signature
algorithms ML-DSA [Nat24a] and SLH-DSA [Nat24c]. To strengthen security through
diversification and broaden the range of use cases for PQC signatures, NIST launched
a second competition in 2022. The goal is to identify additional general-purpose PQC
signature algorithms based on different underlying mathematical problems than ML-DSA
and SLH-DSA, offering other key and signature sizes, and providing varied key generation,
signing or verification performance [Nat23]. MAYO is one of the submissions selected
by NIST as a second-round candidate in this competition. It is a multivariate quadratic
digital signature scheme designed to be existentially unforgeable under chosen message
attacks (EUF-CMA) in the random oracle model [Beu22]. EUF-CMA security means that
an adversary with access to the public key and a signing oracle cannot generate a valid
signature for a new message. The security of MAYO relies on the presumed hardness
of the Oil and Vinegar (OV) problem and a variant of the Multivariate Quadratic (MQ)
problem called the multi-target whipped MQ problem.

However, a theoretically secure cryptographic algorithm should also be able to withstand
the challenges of physical attacks in real-world environments. Yet, numerous successful
side-channel and fault attacks on implementations of PQC algorithms demonstrated over
the past few years [PPM17, RRB+19, GJN20] indicate that this is not always the case. It
is important to identify which types of physical attacks are most relevant in real-world
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scenarios to focus efforts on designing effective and targeted countermeasures prior to the
widespread deployment of PQC algorithms.

The idea behind multivariate signature schemes is to select a multivariate map P
consisting of several multivariate polynomials as the public key and a specific preimage
s with P(s) = t, where t is a (salted) hash of the message, as the signature. As the
secret key, OV-based schemes then use a trapdoor (a vector space O, on which P vanishes,
which is called the oil space), with which it is possible to find s efficiently. Concretely,
finding s is done by first selecting at random a vector v of so-called vinegar values and
then solving for a so-called oil vector o ∈ O such that P(v + o) = t. It is generally
assumed that finding s without knowledge of the trapdoor is difficult [BCD+23], therefore
the scheme is considered secure. Multivariate schemes differ in how P is constructed. In
general, P is chosen as P = S ◦ F ◦ T , where F is called the central map and S and T
are affine invertible maps, though it has been shown that for Unbalanced Oil and Vinegar
(UOV) (and derived schemes, such as MAYO), only the central map F and an affine
invertible map T are required [BPB10]. Newer descriptions of UOV, such as the current
specification [BCD+23], as well as the specification of MAYO [BCC+23], do not consider
the maps F and T explicitly and instead compute P directly. MAYO additionally performs
an optimisation that uses a larger map P∗ that is created by “whipping up” a smaller map
P.

Previous attacks [HTS11, KL19, SK20, AKKM22, AMSU24] on multivariate signature
schemes have shown that fault injections targeting the vinegar values can lead to recovery
of a vector in the oil space and thereby to recovery of the full secret key. However, these
attacks require multiple signatures or are limited to specific memory allocation strategies
that are not always realistic. Furthermore, while it is known that setting the vinegar values
to specific known values using fault injection can lead to key recovery, the techniques to
accomplish this have not been exhaustively explored and depend on the target implemen-
tation. Therefore the applicability of previous attacks, particularly those conducted on
other schemes, is not immediately obvious.

Contributions: In this paper, we present three first-order single-execution fault injec-
tion attacks on the official implementation of MAYO on the ARM Cortex-M4 proces-
sor [BCC+24]. All three attacks reveal the secret vinegar values by fixing the seed from
which they are derived to a known value. The first attack fixes the seed to a constant by
skipping the absorption phase during the computation of the seed, as in the attack on
CRYSTALS-Dilithium in [JMD24]. The second attack aborts a loop during the absorption
phase, thereby allowing the seed to be derived from public information. Both attacks are
not limited to a specific memory allocation strategy and instead rely only on functionality
dictated by the specification. The third attack skips the initialisation of one of the argu-
ments for the computation of the seed, similarly allowing the seed to be derived from public
information. This attack is limited to a less restrictive memory allocation strategy than
previous attacks. We identified settings that consistently skip the necessary instructions
without crashing the device or disrupting other steps of the signature generation.

All three attacks enable the recovery of the full secret key from a single faulty signature
with probabilities of 82%, 36%, and 99%, respectively, using a trivial key recovery method.

We additionally propose a technique for classifying the results of a symbolic execution-
based simulation that is able to identify potential target instructions for fault injection. Our
approach uses loopy belief propagation on a factor graph to estimate per-bit probabilities
of states. It allows us to identify frequently reachable states where the search space for the
sponge contents is small. This approach was successfully used to identify the second attack
in this paper and can also be used to find similar vulnerabilities in other implementations
and algorithms. Finally, we propose countermeasures against the presented attacks.
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Table 1: Comparison to previous fault attacks on multivariate signature schemes.

Algorithm #Signatures #Faults Evaluationa Limitationsb

Hashimoto et
al. [HTS11] Multiple Multiple Multiple Theoretical None

Krämer and
Loiero [KL19]

UOV/
Rainbow

Multiple Multiple Theoretical None

Shim and
Koo [SK20] UOV 44–103 Multiple Theoretical None

Mus et
al. [MIS20] LUOV Multiple Multiple Practical

Key in F2 (not
applicable to
MAYO)

Aulbach et
al. [AKKM22] Rainbow Multiple 1 Simulation Exact memory

reuse
Furue et
al. [FKNT22] UOV Multiple 2–40 Simulation Enumeration

241–289

Sayari et
al. [SMA+24] MAYO 2 1 Theoretical

Exact memory
reuse

2 1 Deterministic

Aulbach et
al. [AMSU24] MAYO

1 1
Practical

Zero-
initialisation

2 1 Exact memory
reuse

This work MAYO

1 1
Practical,

Simulation

None
1 1 None

1 1 Similar mem-
ory location

aIndicates whether the attack is evaluated theoretically, simulated, or performed in practice.
bIndicates limitations of the attack regarding which algorithm and variant can be attacked, how complex

the key recovery is, and which memory allocation strategy should be used for the attack to succeed.

Organisation of the paper: The rest of this paper is organised as follows. Section
2 describes previous work. Section 3 provides background information on the MAYO
algorithm and voltage fault injection. Section 4 describes the simulation and classification
technique. Section 5 presents the experimental setup. Section 6 describes the fault
attacks. Section 7 introduces the secret key recovery method. Section 8 summarises the
experimental results. Section 9 discusses possible countermeasures against the attacks.
Section 10 concludes the paper.

2 Previous work
This section gives an overview of previous attacks on multivariate signature schemes,
including MAYO, which make use of fault injection or side-channel analysis to recover the
secret key. Table 1 provides a summary.

Hashimoto et al. [HTS11] presented two general fault attacks applicable to a number
of multivariate schemes. Their first attack changes single coefficients in the central map
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through a fault. By decrypting random messages under the faulty map and reencrypting
them under the original map, they are able to extract information about a part of the
secret key from the differences. Their second attack targets the random values used in
the signing process. By fixing these values to a constant using a fault, they are able to
combine information from several faulty signatures and thereby reduce the complexity of
the Kipnis-Shamir attack for recovering a part of the secret key. Krämer and Loiero [KL19]
reevaluated these attacks in the context of UOV and Rainbow and found that the first
attack is not applicable to schemes that omit one of the affine maps, such as UOV (and
MAYO). They also propose additional countermeasures for the second attack. Shim and
Koo [SK20] extended the second attack to achieve full key recovery from UOV with between
44 and 103 faulty signatures (depending on the fault model). The attack is not validated
experimentally.

Mus et al. [MIS20] showed a Rowhammer-based bit flipping attack on LUOV. Their
attack works by recovering a number of bits of the secret key by flipping individual bits and
observing the resulting faulty signatures. By combining the partial knowledge of the key
with an algebraic approach, they are able to recover all 11,229 bits of the key from 4116
bits obtained by bit flipping in 3hrs 49min and 49hrs of additional post-processing. They
do not state the number of signing operations that were performed by the target device in
the 3hrs 49min timeframe. As pointed out in [FKNT22], this attack is not applicable to
UOV (or MAYO), as the secret key is not in a finite field of two elements.

Aulbach et al. [AKKM22] presented two practical fault attacks on Rainbow. The first
one uses the same approach as [SK20] of fixing the vinegar values to reuse them across
iterations, but applies a more efficient postprocessing technique. The second attack skips
the linear transformation, thereby allowing it to be recovered through multiple faulty
signatures. By applying the Kipnis-Shamir attack, they are able to recover the full secret
key. They experimentally verify their results using simulation, but do not state the number
of signatures required for the attacks.

Furue et al. [FKNT22] introduced a novel fault attack on UOV. Their attack works
by injecting faults into parts of the secret key. By observing faulty signatures generated
from the changed secret key, they are able to construct a reduced UOV instance, which
can be attacked with lower complexity using either the Kipnis-Shamir attack [KS98] or an
intersection attack [Beu21, Beu22]. They simulate their attack and find that the full secret
key could be recovered with 2 to 40 faults and 241 to 289 enumerations with probabilities
between 30% to 80%

Sayari et al. [SMA+24] addressed two fault injection attacks in their hardware imple-
mentation of MAYO. The first of these concerns the reuse of vinegar values by skipping
their sampling through fault injection. The difference between the original signature and a
faulty signature can potentially be used to reveal a vector in the oil space and thus recover
the secret key. They propose to shuffle the vinegar values after the signing procedure to
prevent reuse. The second attack concerns skipping the addition of the oil values at the
end of the signing procedure through fault injection, thereby revealing a vinegar value. If
the deterministic signing mode is used, this vinegar value can be used to recover an oil
vector and thus the secret key from the difference between the original signature and the
faulty signature. As a countermeasure, they propose to check the validity of the signature,
as the fault injection causes the signature to be invalid.

Recently, Aulbach et al. [AMSU24] presented two variants of a loop-abort fault injection
attack on MAYO similar to the first attack by Sayari et al. [SMA+24]. The idea is again
to abort the loop that is used to sample the vinegar values, thus leaving some of the values
uninitialised. Under the assumption that the vinegar values are initially set to a constant
value or are reused across multiple invocations of the signing procedure, they are able to
recover a vector in the oil space, and thereby the key of the scheme, either directly or from
the difference of two signatures. They experimentally validated the attack using clock
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Table 2: MAYO parameter sets from [BCC+23].

Parameter set n m o k q salt_len digest_len pk_seed_len f(z)
MAYO1 66 64 8 9 16 24b 32b 16b f64(z)
MAYO2 78 64 18 4 16 24b 32b 16b f64(z)
MAYO3 99 96 10 11 16 32b 48b 16b f96(z)
MAYO5 133 128 12 12 16 40b 64b 16b f128(z)

glitching, but do not report a fault probability. Both attacks require only a single fault
and one respective two signatures.

Aulbach et al. [ACK+23] also presented an attack making use of side-channel analysis.
They exploit leakage during the multiplication of the vinegar values with known constants
and are able to recover all vinegar values using a template-based attack. Using the vinegar
values, they recover both a vector in the oil space and the full oil space O. The latter is
recovered using a combination of the Kipnis-Shamir attack [KS98] and the reconciliation
attack [DYC+08]. They experimentally validate their attack on an STM32F303RCT7
processor and recover the full key from a single trace with a probability greater than 97%.

3 Background
This section describes the MAYO algorithm and the voltage fault injection method used
in our experiments.

3.1 MAYO algorithm
MAYO is a multivariate quadratic digital signature scheme introduced by Beullens [Beu22].
It is based on the Oil and Vinegar (OV) signature scheme originally introduced by
Patarin [Pat97] and is considered secure in the random oracle model based on the assumed
hardness of the OV and multi-target whipped Multivariate Quadratic (MQ) problems. In
OV schemes, the public key is a multivariate map P : Fn

q → Fm
q of m n-variate quadratic

polynomials p1(x), . . . , pm(x) over a finite field Fq. The map features a trapdoor, which
is a secret subspace O on which the map vanishes. Using the trapdoor, it is possible to
efficiently find a preimage s of a hash t such that P(s) = t by selecting a vector v ∈ Fn

q at
random and then solving for a vector o ∈ O with

P(v + o) = P(v)︸ ︷︷ ︸
constant

+P(o)︸ ︷︷ ︸
=0

+ P ′(v, o)︸ ︷︷ ︸
linear in o

= t

where P ′ is the polar form of P, see [BCC+23]. The signature can then be computed
as s = v + o. Without knowledge of the trapdoor, finding a preimage is assumed to be
difficult, which is known as the MQ problem. Distinguishing a map with such a trapdoor
from a fully random map is similarly assumed to be difficult and the corresponding problem
is known as the OV problem. To reduce the size of the public key, MAYO employs an
optimisation that constructs a larger map P∗ from a smaller map P before finding the
preimage. Beullens refers to this process as “whipping up” the map and the resulting
variant of the MQ problem that asks to find the preimage in P∗ is thus known as the
multi-target whipped MQ problem.

An overview of parameters for MAYO is given in Table 2. For further details we
refer to the specification [BCC+23]. We are focusing on MAYO1 in this paper, though
variants MAYO2, MAYO3 and MAYO5 can be approached similarly. A caveat that applies
to MAYO2 is addressed explicitly in Section 7.
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Algorithm 1 MAYO.KeyGen() [Beu22]
Output: Public key pk, secret key sk

1: O← F(n−o)×o
q

2: seedsk ← {0, 1}λ

3: seedpk ← SHAKE256(seedsk)
4: for i from 1 to m do
5: P(1)

i ← Expand(seedpk ∥ P1 ∥ i)
6: P(2)

i ← Expand(seedpk ∥ P2 ∥ i)
7: P(3)

i ← ToUpperTriangular(−OP(1)
i OT −OP(2)

i )
8: return (pk, sk) = ((seedpk, {P(3)

i }1≤i≤m), (seedsk, O))

Algorithm 2 MAYO.Sign(sk, M) [Beu22]
Input: Secret key sk, message M
Output: Signature σ

1: (seedsk, O)← sk
2: seedpk ← SHAKE256(seedsk)
3: for i from 1 to m do
4: P(1)

i ← Expand(seedpk ∥ P1 ∥ i)
5: P(2)

i ← Expand(seedpk ∥ P2 ∥ i)
6: R← {0, 1}r ▷ Deterministic variant: R← {0}r

7: salt← SHAKE256(M ∥ R ∥ seedsk)
8: t← SHAKE256(M ∥ salt)
9: for ctr from 0 to 255 do

10: V← SHAKE256(M ∥ salt ∥ seedsk ∥ ctr)
11: v1, . . . , vk ← Decode(V)
12: (A, y)← BuildLinearSystem({v1, . . . , vk}, O, P(1), P(2), t)
13: x ← SampleSolution(A, y) ▷ Try to find Ax = y (i.e. P∗(s) = t)
14: if x ̸=⊥ then break
15: s← {vi + Oxi ∥ xi}1≤i≤k

16: return σ = (s, salt)

The main components of the MAYO scheme are the key generation procedure, the
signing procedure and the verification procedure. We provide simplified versions of these
procedures here. For the full versions, including the definitions of functions not defined
here, we refer to the specification [BCC+23].

3.1.1 Key generation (Algorithm 1)

The key generation samples a random matrix O that forms the oil space. It also samples a
secret random seed seedsk, and a public seed seedpk from which the sequences of m matrices
P(1)

i and P(2)
i of the multivariate quadratic map P are expanded pseudorandomly. This

allows the public key to only contain the seed instead of the matrices, thereby reducing
its size. Finally, the remaining sequence of m matrices P(3)

i is chosen such that the map
P vanishes on the oil space O. The public key consists of the public seed seedpk and the
sequence of matrices P(3). The secret key consists of the secret seed seedsk and the matrix
O.
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Algorithm 3 MAYO.Verify(pk, M, σ) [Beu22]
Input: Public key pk, message M , signature σ
Output: Boolean

1: (seedpk, P(3))← pk
2: for i from 1 to m do
3: P(1)

i ← Expand(seedpk ∥ P1 ∥ i)
4: P(2)

i ← Expand(seedpk ∥ P2 ∥ i)
5: (s, salt) = σ
6: t← SHAKE256(M ∥ salt)
7: t′ ← EvaluateP(1),P(2),P(3)(s) ▷ P∗(s) = t′

8: return true if t = t′ else false

3.1.2 Signing (Algorithm 2)

The signing procedure extracts the oil space O and the sequences of matrices P(1) and
P(2) from the secret key. It then uses SHAKE256 to compute the salt and from the salt,
the target value t. Using SHAKE256, the vinegar seed V is derived from the message
M , the salt, the secret seed seedsk and a counter value ctr. From there, a system of
linear equations is constructed and solved, corresponding to finding s such that under the
multivariate quadratic map P∗, it holds that P∗(s) = t. For certain choices of vinegar
values, the matrix A that defines the system does not have full rank and thus the system
cannot be solved. If this is the case, the signing process restarts with a different vinegar
seed. Solving the system can be done efficiently, due to the knowledge of the oil space O.
Once a solution is found, the resulting signature consists of a sequence s of oil vectors
masked by vinegar values v1 + Ox1, . . . , vk + Oxk concatenated with the corresponding
arguments x1, . . . , xk, and the salt.

3.1.3 Verification (Algorithm 3)

The verification procedure extracts and derives the sequences of matrices P(1), P(2) and
P(3) from the public key. It also extracts the argument s, as well as the salt from the
signature. It then derives the original target value t and evaluates the multivariate
quadratic map P∗ with the argument s to compute the value t′. If the resulting values t
and t′ match, the signature is valid.

3.2 Voltage fault injection and fault model
Voltage fault injection manipulates the voltage supplied to a processor to induce faults.
Fault injection approaches differ mainly in the required degree of precision for the timing of
the glitch and in the offered degree of control over which parts of the program are affected.
Techniques that require less precise timing, such as [BBPP09, BBBP13], which uniformly
underpower the processor executing the program to slow down logic gates to cause faults,
also offer less control over which instructions are affected and how. Techniques which
require more precise timing, such as [O’F16, BFP19], use precise voltage spikes to cause
faults, and allow affecting only specific instructions.

In this paper, we apply the fault injection technique of O’Flynn [O’F16], which uses
a crowbar circuit to short the power rails of the processor and momentarily drop the
voltage, thereby inducing oscillations in the target circuit which potentially cause faults.
The fault model of this technique is single/multiple instruction skipping (i.e. the processor
is forced to skip the execution of specific attacker-chosen instructions through a precise
fault injection). While this technique can also cause instruction or data corruption, these
are not relevant for the attacks presented in this paper.
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3.3 SHAKE256 algorithm
SHAKE256 is an extendable output function (XOF) that is part of the FIPS202 stan-
dard [Nat15]. Extendable output functions generate pseudorandom sequences of output
from a given input. SHAKE256 uses the sponge construction [BDPVA11] and an iterated
one-way permutation function from the Keccak family of permutations.

Fig. 2 shows the main components of the construction. It contains two buffers, which
are zero-initialised, that form the state of the construction. During the absorption phase,
blocks of the input are XORed into the state and the state is updated using the permutation
function. This is repeated until all blocks of input have been absorbed. Then, output is
generated in the squeezing phase by taking part of the state, extracting it as a block of
output, and updating the state using the permutation function. The algorithm terminates
once all output blocks have been generated.

4 Simulation method
A large number of fault simulation techniques have been proposed in the past. As they
are too many to list, we focus on those relevant to this work.

Techniques such as [HSP21, HGA+21, Risnd, MTO24] perform concrete execution using
emulation. These techniques are typically based on QEMU [Bel05] or the related Unicorn
engine [ND15] and differ mainly in how the fault injection is configured and modelled.
Other techniques, such as [LFBP24, Lan22, DHHB08, CDSLN20, PNKI13] instead use
symbolic execution based on a variety of underlying frameworks. The simulation technique
used in this paper closely matches the approach by Lancia [Lan22], which employs the
same underlying framework with similar modifications, but focuses on various bit flip fault
models instead of the instruction skipping fault model.

4.1 Symbolic execution
Symbolic execution is a simulation technique that substitutes computations on concrete
values with computations on symbolic values [Kin76]. This allows for all possible branches
of a program to be explored unconditionally, instead of only those reached under a given
variable assignment. In the context of fault injection, symbolic execution can identify faults
that can only be reached under certain conditions, which may be difficult or impossible
to achieve with concrete execution, especially if data dependencies are only created as a
result of the fault injection.

Our simulation technique uses the angr framework [SWS+16] for performing symbolic
execution. We selected this framework due to its extensibility and compatibility with our
existing Python-based tooling, as well as its support for a large number of architectures
(including multiple ARM architectures, x86, RISC-V, MIPS and even domain-specific
architectures like Tricore). Using the framework, we created a simulation engine that is
able to skip a configurable number of instructions in given parts of the program. In our
case, we consider the first part of the SHAKE256 computation, from the zero-initialisation
of the sponge up until the absorption into the sponge is completed.

4.2 Reachability estimation using loopy belief propagation
As a part of the symbolic execution, the angr framework annotates each state with a list
of constraints that are necessary to reach that state. These constraints are conditional
expressions on concrete or symbolic bitvectors, modelled as an abstract syntax tree. For
example, the constraint <Bool reg_r4_8_32{UNINITIALIZED} <= 0x87> indicates that
the value of the 32-bit register r4 must be less than or equal to 0x87.



Sönke Jendral, Elena Dubrova 9

The idea behind our approach is to use the abstract syntax tree to construct a factor
graph. Consider, for example, the expression <Bool reg_r4_8_32{UNINITIALIZED} &
0x1 == reg_r5_8_32{UNINITIALIZED}>. Its abstract syntax tree will contain the values
r4, 0x8, and 1, as well as the operations “&” and “==”. To translate this into a factor
graph, we first create a node for each bit value (i.e. 32 nodes for the value of r4, 32 nodes
for the value of 0x1 and 32 nodes for the value r5, where all values are expressed using
the same number of bits) and temporary or output values (i.e. 32 nodes for the output of
the “&” operation and 32+1 nodes for the computation of the “==” operation). We then
add a factor to the graph for each bit of the & operation. The first factor is connected to
the first bit of r4, the first bit of 0x1 and the first bit of the output of the operation. The
function realised by the first factor is 1 if the output bit is equal to the bitwise AND of
the input bits (i.e. the probability of a given input assignment is 1 if the output is the
bitwise AND of the inputs). This is repeated for each of the bits.

Then, we add a factor to the graph for each bit of the “==” operation. Here, the first
factor is connected to the first bit of the output of the & operation, the first bit of r5 and
the first of the temporary bits of the “==” operation, as well as the additional temporary
bit, which is used as a placeholder for the previous comparison (which does not exist for the
first comparison, so it is set to 1). The function realised by this factor is 1 if the temporary
output bit matches both of the input bits being equal and the previous comparison being
1 (i.e. the probability of a given assignment of bit values occurring is 1 if the output is 1
only if the current bits are equal and all previous bits were also equal). This is repeated
for each of the bits, with the outputs of the previous comparison becoming the temporary
bits for the previous comparison in the subsequent comparisons. Other operations, like
addition or other comparisons, can similarly be implemented based on their corresponding
bit operations. By applying loopy belief propagation on the factor graph, we are able
to derive approximate marginal probabilities for the values of individual bits and thus
estimate the probability of a constraint being satisfied.

An advantage of this approach is that it allows to represent arbitrary per-bit probabilities
for input values. In our simulations, we assume that uninitialised bits (bits that are not
assigned a specific value during the simulated part of the algorithm) are distributed
uniformly at random, but it would be possible to achieve more accurate predictions by
integrating additional information about the distributions, for example by sampling the
register and memory values from a real device. We did not pursue this approach because,
in our experiments, the target device runs a part of the cryptographic algorithm and no
other tasks. Thus, any values gathered by sampling would be unlikely to be representative
of a real device.

We found that an unmodified version of the loopy belief propagation algorithm performs
poorly due to the presence of short loops caused, for example, by the comparison of
neighbouring bits. This is a known limitation of the loopy belief propagation algorithm
and a number of techniques have been proposed to address it, including [YFW00, KCN21].
For our use case, we found it sufficient to identify short loops and combine together
all of their factors. In cases where conditional expressions contain more terms or more
complex arithmetic operations that cause loops, the quality of the estimate will decrease
substantially and combining loops into a single factor becomes infeasible.

4.3 Results
Within 81 minutes of simulation time, we identified 665 candidate states that successfully
complete the first part of the SHAKE256 computation despite the injection of a fault.
These 665 candidate states correspond to single instruction skips at 122 unique addresses.
Recall that, under symbolic execution, a state is added for each branch in the program flow
if the branch condition cannot be statically resolved (i.e. if the branch condition depends
on a data or register value that is not unconditionally set during the program execution),
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thus the number of candidate states is higher than the number of single instruction skips.
Of the 665 candidate states, we identified 75 states where the number of unknown bits in
the sponge after the absorption phase is less than or equal to 32, corresponding to the
injection of single instruction skips at eight unique addresses.

We take into account that the first 32+24 bytes of the input to the SHAKE256 function
are public and are thus allowed to occur in the sponge without affecting the search space,
provided that their positions are known. These identified states are those in which an
attacker could, with reasonable number of enumerations, recover the secret key using the
technique described in Section 7. However, not all of the 75 states are reachable with high
probability.

Using the loopy belief propagation approach, we found that 69 of the 75 states for
which the search space for the sponge contents is small, are unlikely to be reached under
the assumption that uninitialised memory and register values are uniformly and randomly
distributed. Of these 69 unlikely reachable states, 61 are related to skipping the initialisation
of register r4 at the beginning of the program and thus require specific values for the
uninitialised register in order for program execution to finish successfully.

Of the remaining eight unlikely reachable states, one state is related to skipping the
initialisation of register r8, thus shifting the area of memory into which the data is absorbed
into uninitialised memory. This state is wrongly annotated as requiring the register of r8
to be zero, causing us to incorrectly deem it as unlikely reachable. A possible cause for
the wrong annotation is that the default memory model in angr does not handle writes to
memory with symbolic addresses correctly.

The remaining seven unlikely reachable states skip a subtraction operation that sets
the condition flags during the XOR of data into the sponge, thus causing a loop abort
when the previous condition flags are set to certain values. This is only possible if several
specific bits of the first part of the input are zero. Note that, while the first part of the
input to the SHAKE256 function (the message digest) is attacker controlled, setting specific
bits in it to zero would require finding a preimage for such a value under SHAKE256, which
is considered infeasible, so we do not consider the corresponding attack further.

The remaining six states are unconstrained and thus correctly identified as reachable.
Of these, three states are related to skipping the branching to the absorption function
or the initialisation of one of its parameters. The corresponding attack for these three
states is described in Section 6.1. One state is related to skipping the branching to a
subroutine called from the absorption function, instead of skipping the absorption function
itself, with the same result. We did not pursue this attack further, as it requires skipping
a single branching instruction without affecting any of the surrounding instructions, which
is impractical in our experimental setup. Finally, two states are related to skipping a
backwards branch in different iterations of a loop during the absorption, thus causing a
loop abort and leaving the sponge partially initialised with the public part of the input.
This is the same loop that is targeted by the faults that skip setting a condition flag
mentioned earlier. The difference is that the branch here is skipped directly, thus removing
the need for the condition flags to have certain values. The corresponding attack for these
two states is described in Section 6.2.

Overall, we found that the loopy belief propagation technique can provide seemingly
reasonable estimates for the probability of satisfying certain constraints under the assump-
tion that uninitialised values are uniformly and randomly distributed. However, for the
constraints we encountered in our simulation, these estimates are of limited use. Most of
the constraints require registers to contain specific values where, for example, the four
highest bits of a 32-bit register must be 1 and all other bits must be 0. Under the assumed
distribution, the probability for such a value to occur is small (2−32 for the described case),
thus differentiating between states based on their probabilities is not possible. Future work
may consider alternative approaches for establishing statistical models for the distribution
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Figure 1: ChipWhisperer-Husky, CW313 adapter board and CW308T-STM32F4 board
used in the experiments.

of uninitialised memory and register values, such as the sampling technique mentioned
earlier. Additionally, neither the belief propagation approach itself, nor the combining
approach for graphs that contain loops, scale well, preventing larger, more complex ex-
pressions from being used. Future work may consider applying other known techniques,
such as [YFW00, KCN21], in this context, or reducing the estimation complexity by other
means.

The approach we employed in this paper is to reuse the logic that splits constraints
into individual bit operations and apply it to identify a subset of states have at most 32
unknown bits in the sponge, before applying the loopy belief propagation to only those
states. The idea is to mark a bit as unknown if it is computed from a bit that is itself
unknown. In this way, uninitialised values from input registers propagate to the output
values if they are involved in relevant computations. While such an approach generally
overestimates the number of unknown bits (for example during addition where certain bit
combinations of the output and carry bits cannot occur but the bits are still marked as
unknown, even though the value of one could be inferred from the other), it provides a fast
and sufficiently good classification to identify states which could then be further analysed
using the loopy belief propagation technique (though as mentioned previously, the insights
gained from the latter are limited in our case). There may be other approaches to reduce
the number of states that the loopy belief propagation is applied to or the size of the factor
graph, that could be useful.

5 Experimental Setup
This section describes the equipment used for the experiments, as well as the target
implementation of MAYO.

5.1 Equipment
The equipment used in our experiments is shown in Fig. 1. The target device is a CW308-
STM32F4 board containing an ARM Cortex-M4 STM32F415RGT6 processor running at



12 MAYO Key Recovery by Fixing Vinegar Seeds
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M Z
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Figure 2: SHAKE256 sponge construction (adapted from [BDPVA11]). The fault injection
skips the absorption step highlighted in blue, thus causing the output Z to be constant
and independent of the input M .

a frequency of 24 MHz. It is mounted on a CW313 adapter board and faults are injected
using a ChipWhisperer-Husky. The fault injection is triggered via ARM CoreSight DWT
watchpoints, thus avoiding any modification of the assembly code otherwise caused by
inserting a trigger. Alternative trigger sources, such as communication with peripheral
devices or similarity of the power consumption to reference waveforms, could be used by
an attacker that does not have control over the target device.

5.2 Target implementation

In our experiments, we use the MAYO implementation by Beullens et al. [BCC+24].
Specifically, we use the most recent commit (fe46236) of the main branch, not the
nibbling-mayo branch. However, the changes introduced by the nibble representation do
not affect any of the components that we consider in this paper, so we expect the attacks
to translate to that version directly.

The implementation is compiled using arm-none-eabi-gcc with the highest optimiza-
tion level -O3 (recommended default).

6 Fault Injection Attacks

This section describes the three fault injection attacks on MAYO.
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1 size_t keccak_inc_absorb ( uint64_t *state , size_t bytes_not_permuted ,
2 uint8_t *m, size_t mlen) {
3 while (mlen + bytes_not_permuted >= 136) {
4 KeccakF1600_StateXORBytes (state , m, bytes_not_permuted );
5 mlen -= 136 - bytes_not_permuted ;
6 m += 136 - bytes_not_permuted ;
7 bytes_not_permuted = 0;
8 KeccakF1600_StatePermute (state );
9 }

10
11 KeccakF1600_StateXORBytes (state , m, bytes_not_permuted , mlen );
12 return bytes_not_permuted + mlen;
13 }

Listing 1: The C code of the keccak_inc_absorb procedure. The function targeted by
absorption skipping attack is highlighted in green.

1 ...
2 mov r1 , r8
3 mov r3 , r4
4 mov r0 , r7
5 bl KeccakF1600_StateXORBytes
6 ldr r2 , [sp , #208]
7 ldr r3 , [sp , #212]
8 ...

Listing 2: An excerpt of the assembly code of the keccak_inc_absorb procedure. The bl
instruction targeted by the absorption skipping attack is highlighted in green.

6.1 Absorption skipping attack on SHAKE256

The first attack, which we call the absorption skipping attack, extends the technique for
skipping the absorption of input data during the calculation of a hash introduced in the
context of CRYSTALS-Dilithium in [JMD24] to MAYO.

The implementation of MAYO by Beullens et al. [BCC+24] considered in this pa-
per and the implementation of CRYSTALS-Dilithium by Abdulrahman et al. [AHKS22]
considered in [JMD24] use the same SHAKE256 implementation from the pqm4 project.
The SHAKE256 implementation internally consists of four functions: keccak_inc_init,
keccak_inc_absorb, keccak_inc_finalize, and keccak_inc_squeeze. The first func-
tion, keccak_inc_init, is called to zero-initialise the sponge. Then, the keccak_inc_absorb
function (see Listing 1) absorbs arbitrary-sized input blockwise into the sponge. This
function may be called multiple times to absorb data from different buffers. Next, the
keccak_inc_finalize function is called once to prepare the sponge for squeezing. Fi-
nally, the keccak_inc_squeeze function, which may be called multiple times, extracts
arbitrary-sized output blockwise by squeezing the sponge. For the computation of the
vinegar seed, these four functions are invoked by calling the shake256 function in lines 15
and 16 of Listing 4.
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1 __KeccakF1600_StateXORLanes :
2 __KeccakF1600_StateXORLanes_LoopAligned :
3 ldr r4 , [r1], #4
4 ldr r5 , [r1], #4
5 ldrd r6 , r7 , [r0]
6 toBitInterleaving r4 , r5 , r6 , r7 , r3 , 0
7 strd r6 , r7 , [r0], #8
8 subs r2 , r2 , #1
9 bne __KeccakF1600_StateXORLanes_LoopAligned

10 bx lr

Listing 3: The assembly code of the inner loop in the absorption procedure. The bne
instruction targeted by the absorption abort attack is highlighted in orange.

The idea behind the absorption skipping attack is to prevent the absorption of data
into the sponge through fault injection in order to fix the value of the vinegar seed to a
known constant. If the branch to the KeccakF1600_StateXORBytes function (see line 11
of Listing 1 or the bl instruction in line 5 of Listing 2) is skipped, the sponge does not
absorb any data. The loop in lines 3 to 9 of Listing 1 is never executed in the computation
of the vinegar seed, because the length of the input M ∥ salt ∥ seedsk ∥ ctr is 81 bytes,
which is less than the 136 bytes required to trigger a permutation (i.e. the input does not
fill a full block). Due to the zero-initialisation performed by the keccak_inc_init function
prior to the fault injection, skipping the absorption leaves the sponge in an initialised,
but empty state. Hence squeezing the vinegar seed output from this sponge generates a
constant sequence of bytes known to the attacker.

Fig. 2 shows the sponge construction with the absorbing and squeezing phases, as well
as the two buffers of the sponge whose values are propagated to the squeezing phase by
the fault injection. Note that, unlike in the first attack of Aulbach et al. [AMSU24], the
presented attack is not limited to a specific memory allocation strategy.

6.2 Absorption abort attack on SHAKE256

The idea behind the second attack, which we call the absorption abort attack, is to abort
the loop that performs the actual absorption of data into the sponge. By skipping a
backwards branch (see bne instruction in line 9 of Listing 3), the loop exits early and
the sponge only absorbs the first part of the data. Since the first two arguments to the
SHAKE256 function in the computation of the vinegar seed are the public message digest
and salt, the attacker can predict the contents of the sponge after the absorption and thus
its output.

Note that, for both the absorption skipping and absorption abort attacks to be successful,
the signing should not fail after the fault injection (i.e. there must be a solution to the
system Ax = y). Otherwise the next iteration of the signing loop will overwrite the faulty
seed. However, the failure probability for signing is known to be low (upper bound of
≃ 1.55× 10−11 for MAYO1 and MAYO2, ≃ 9.25× 10−19 for MAYO3 and ≃ 3.61× 10−21

for MAYO5; see Lemma 3 of [Beu22]). Empirically, we observed no instances of failure
during signing of 40,000 random messages. Therefore this is not an issue in practice.
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6.3 Argument initialisation skipping attack on SHAKE256 via memcpy

1 shake256 (tmp , digest_bytes , m, mlen ); // M_digest
2 randombytes (tmp + digest_bytes , salt_bytes ) // R
3
4 // Store M_digest ∥ R ∥ seed_sk contiguously in tmp
5 memcpy (tmp + digest_bytes + salt_bytes , seed_sk , sk_seed_bytes );
6 shake256 (salt , salt_bytes , tmp ,
7 digest_bytes + salt_bytes + sk_seed_bytes ); // salt
8
9 // Reuse tmp to store M_digest ∥ salt contiguously

10 memcpy (tmp + digest_bytes , salt , salt_bytes );
11
12 ...
13 *( tmp + digest_bytes + salt_bytes + sk_seed_bytes ) = ctr;
14 // Sample seed for vinegar values
15 shake256 (V, k * v_bytes + r_bytes , tmp ,
16 digest_bytes + salt_bytes + sk_seed_bytes + 1);

Listing 4: The C code for the computation of the salt, t and vinegar values. The
computation of the vinegar seed is highlighted in purple. The function targeted by the
argument initialisation skipping attack is highlighted in red.

1 ...
2 mov r1 , r9
3 movs r2 , #24
4 sub.w r0 , r7 , #452
5 bl memcpy
6 movs r3 , #80
7 movs r1 , #24
8 ...

Listing 5: An excerpt of the assembly code for the copying of the secret seed seedsk into
the buffer tmp. The bl instruction targeted by the argument initialisation skipping attack
is highlighted in red.

The third attack, which we call the argument initialisation skipping attack, targets a
single memcpy operation prior to the computation of the salt.

The SHAKE256 implementation used by Beullens et al. [BCC+24] requires all arguments
of the shake256 function to be stored contiguously in a single buffer. In practice, a buffer
tmp is reused across multiple invocations of the shake256 function. More specifically, the
computation of the salt with the arguments M ∥ R ∥ seedsk is realised by first outputting
the message digest into the buffer tmp (see line 1 of Listing 4), then copying a random value
R into the buffer (line 2) and finally copying the secret seed seedsk into the buffer (line
5). The computation of the vinegar seed reuses tmp by overwriting the value R with the
computed salt (line 10) and appending the value ctr (line 13) before calling the shake256
function again. By skipping the copying of seedsk in line 5 (i.e. skipping the branching
instruction bl in line 5 of Listing 5), the corresponding section of tmp is left uninitialised.

At the end of the signing procedure, the implementation by Beullens et al. [BCC+24]
zeroes most of the memory as a security measure. Thus, when the same section of memory
is reused during the next invocation of the signing procedure, the uninitialised parts of
tmp are set to zero despite not being initialised. As a consequence, all arguments of the
shake256 function during the computation of the vinegar seed can be predicted by an
attacker. More specifically, the message digest can be derived from the message, the salt
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Algorithm 4 RecoverSecretKey(σ, V)
1: (senc, salt)← σ
2: s← Decode(senc)
3: for i from 1 to k do
4: vi ← Decode(n− o, V[(i− 1) ∗ v_bytes : i ∗ v_bytes])
5: (vi + Oxi, xi)← s[(i− 1) ∗ n : i ∗ n]
6: yi ← zi − vi

7: A←
(
v1 + Ox1 − v1 · · · vk + Oxk − vk

)
8: X←

(
x1 · · · xk

)
9: Solve XB = Io as in Equation 1. If no solution exists, return ⊥.

10: O← AB
11: return O

can be extracted from the signature, the secret seed seedsk is zero by assumption and the
value of the ctr could either be enumerated over all possible 256 values, or assumed to be
zero, as the same justification regarding the failure probability of the signing from the first
attack applies here. This allows the attacker to predict the vinegar seed.

Note that, unlike in the second attack method of Aulbach et al. [AMSU24], it is not
necessary that tmp is allocated in the same section of memory. Instead, even shifts of
several hundred bytes could cause tmp to be placed in zeroed memory.

7 Secret key recovery
All three attacks presented in Section 6 enable the attacker to predict the seed used for
the sampling of the vinegar values. This section presents a novel approach for recovering
the full oil space Ō from a faulty signature generated with a known vinegar seed. Note
that in MAYO (and newer descriptions of UOV [BCD+23]) the full oil space is defined

as Ō =
[
O
Io

]
, which does not significantly affect the security of the scheme [Beu22], but

slightly increases the complexity of the recovery.
Previous work has shown that it is possible to recover the entire oil space from a small

number of vectors. The reconciliation attack [DYC+08] provides a way to find additional
vectors in the oil space given an initial vector. Aulbach et al. [ACK+23] use a combination
of the reconciliation attack and the Kipnis-Shamir attack [KS98] to recover the full oil
space from a single vector. Beullens’ intersection attack [Beu21, Beu22] also combines ideas
from the reconciliation attack and the Kipnis-Shamir attack to identify initial vectors for
the reconciliation attack. Recently, Pébereau [Péb24] presented efficient polynomial-time
algorithms for recovering the secret key from UOV schemes (including MAYO).

These techniques could also be applied to recover the secret key from the faulty
signatures in the attacks presented in this paper. However, knowledge of the vinegar
seed alongside the structure of the MAYO signature allows for an alternative approach
of performing secret key recovery. We stress that this approach is not a replacement for
existing techniques: It requires knowledge of all vinegar values and occasionally fails to
recover the secret key. We present this approach mainly for completeness.

A MAYO signature contains the masked oil vectors v1 +Ox1, . . . , vk +Oxk concatenated
with the vectors x1, . . . , xk. The attacker recovers v1, . . . , vk.

If the set {x1, . . . , xk} contains a subset S of o-many linearly independent vectors, then
the set {(

Ox′

x′

)
| x′ ∈ S

}
already defines an (equivalent) basis for the full oil space that can be used for signature
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forgery. However, in the following, we show how to compute the original full oil space
without explicitly determining the subset S. Although the benefits of knowledge of the
original basis of the oil space compared to knowledge of an equivalent basis are not
immediately clear, it is possible that future attacks could leverage this information.

Let
A :=

[
v1 + Ox1 − v1 · · · vk + Oxk − vk

]
∈ Fn×k

q

be a matrix of oil vectors computed using knowledge of the vinegar values and

X :=
[
x1 · · · xk

]
∈ Fo×k

q .

Any right inverse of X, which are the solutions B ∈ Fk×o
q of the linear system

XB = Io (1)

where Io is the o× o identity matrix, yields the original oil space O as

O = AB

from which we can derive the original full oil space Ō as

Ō =
[
O
Io

]
.

In order for the system in Eq. 1 to be solvable, the o× k matrix X must have (row)
rank o, which is equivalent to the set {x1, . . . , xk} containing a subset of o-many linearly
independent vectors. In parameter set MAYO2, where k < o, such a subset cannot exist
and the method thus cannot be used. In the other parameter sets, it is possible for the
vectors x1, . . . , xk to be linearly dependent such that X does not have rank o. In these
cases, the method fails and key recovery must instead be performed using one of the
previously mentioned techniques [ACK+23, Péb24].

The techniques [DYC+08, ACK+23, Beu21, Beu22, Péb24] are also capable of recov-
ering the original basis O. Compared with, e.g. the reconciliation attack [DYC+08], the
theoretical benefit of the approach described above is that the secret key recovery only
requires solving a single system of o× o equations with k × o variables for full secret key
recovery, instead of solving a system of m equations with m variables for each of the
o− 1 additional vectors that need to be recovered. In practice, however, the performance
difference may be quite small. Additionally, the presented approach occasionally fails to
recover the key, in which case a different technique must be used. Nonetheless, it may be
beneficial in cases where all vinegar values are known.

8 Experimental Results
This section describes the results of the fault injection attacks and subsequent secret key
recovery.

8.1 Fault injection success probability
We succeeded with skipping the execution of the KeccakF1600_StateXORBytes function
in 81.9% of 1,000 attempts and aborting the loop during the absorption in 36.4% of 1,000
attempts. We further succeeded with skipping the execution of the memcpy function in
100% of 1,000 attempts.

The success probability of the absorption abort attack is substantially lower than the
other two because the device crashes whenever the instruction following the skipped one
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is affected by the fault. Hence, the injected fault has to be very precise, which we found
difficult to achieve in our experimental setup. The success probability of the first attack
is higher than that presented in [JMD24] because we tweaked the offset parameter that
controls the position of the rising edge of the glitch within the clock cycle (we use an offset
of 600 units instead of 700 units). In practice, the success probabilities of fault attacks
are not always consistent, so the probabilities reported here should be interpreted as a
best-case scenario for an attacker.

8.2 Secret key recovery
We applied Algorithm 4 to the faulty signatures generated in the first phase of the attack.

As a guess for the vinegar seed in the absorption skipping attack, we use the output of
SHAKE256 when invoked with the argument {0}648, i.e. an all-zero input of 81 bytes, which
is equivalent to the output generated after skipping the absorption phase. In SHAKE256,
the length of the input is absorbed into the sponge after the absorption phase. As this
step is not affected by the fault attack, the length must be the same as that of the original
input to generate the correct output.

As a guess for the vinegar seed in the absorption abort attack, we use the output of
SHAKE256 when invoked with the argument M [0 : 128] ∥ {0}520, i.e. we take only the first
128 bits of the message digest and extend with zeros to achieve the same length input.

As a guess for the vinegar seed in the argument initialisation skipping attack, we use
the output of SHAKE256 when invoked with the arguments M ∥ salt ∥ 0|seedsk| ∥ 0, i.e. we
substitute the secret seed seedsk and the ctr with 0. All of these guesses can easily be
made by an attacker, because they are either constants or use public information contained
in the faulty signatures.

Algorithm 4 successfully recovered the secret key from 818 out of 819 faulty signatures
(99.88%) for the absorption skipping attack, 361 out of 364 faulty signatures (99.18%)
for the absorption abort attack, and 993 out of 1,000 faulty signatures (99.30%) for the
argument initialisation skipping attack. The remaining secret keys can be recovered using
the techniques [ACK+23, Péb24].

9 Countermeasures
This section discusses possible countermeasures against the presented fault attacks.

9.1 Absorption skipping and absorption abort attacks on SHAKE256
The absorption skipping and absorption abort attacks targeting the SHAKE256 procedure
can be mitigated by eliminating the branches that are targeted by the fault injection. For
the absorption skipping attack, it is sufficient to inline the KeccakF1600_StateXORBytes
subroutine into the keccak_inc_absorb function, as mentioned in [JMD24]. For the
absorption abort attack, this would involve unrolling the loop during the absorption, which
is possible because the input to the function during the computation of the vinegar seed
has fixed length. However, due to the resulting increase in code size and the need for a
separate implementation that is able to handle dynamic length input in other parts of the
algorithm, this countermeasure may be impractical.

A different approach is to increase the probability of the signing loop being repeated.
The attacks fail if the faulty seed is overwritten in a second iteration of the signing loop.
However, the failure probability of the signing (and thus the probability of executing the
signing loop more than once) is very low with the current parameter sets. It may be
possible to select parameters that deliberately increase the probability of signing failure to
make it more difficult for an attacker to identify the correct iteration of the signing loop for
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fault injection. Assuming an attacker is only able to inject a fault into a limited number
of iterations, this lowers the success probability at the cost of an increased runtime of the
signing procedure. It is worth pointing out that the tentative round 2 parameter sets for
MAYO recently proposed in [Beu24] increase the probability of the signing loop being
repeated. However, the new repeat probabilities (≤ 2−12) are still too low to effectively
prevent the attacks presented in this paper.

In [JMD24] it is also suggested that implementations verify that the sponge is not
empty after absorbing data, thereby protecting against the absorption skipping attack.
However, the absorption abort attack can bypass this countermeasure by allowing a small
amount of data to be absorbed. It may thus be better to compare the data in the sponge
to the input data. Implementing such a check correctly may be nontrivial, especially when
absorbing later blocks of input into a non-empty sponge, as is the case for larger inputs.

To protect against the absorption abort attack, which leaves the sponge only partially
initialised, it is possible to reorder the arguments to the SHAKE256 function to make the
first part of the input unknown to the attacker. In our attack, the absorption is aborted
after filling the sponge with the first 128 input bits. Thus, without knowing the input
bytes, an attacker cannot enumerate the contents of the sponge. However, our attack
targets the second iteration of the absorption loop, which absorbs 64 bits in each iteration.
By instead targeting the first iteration, an attacker may be able to reduce the number
of bits in the sponge. Additionally, other implementations may process fewer bits per
iteration, thereby also reducing the search space for an attacker.

9.2 Argument initialisation skipping attack on SHAKE256 via memcpy

To protect against the argument initialisation attack, it is possible to use the incremental
variant of the SHAKE256 function already found in the implementation [BCC+24], which
splits the hash computation into several functions. This allows the shake256_inc_absorb
function to be used, which can be called multiple times with different buffers, eliminating
the need to copy the secret seed seedsk to a common buffer. Alternatively, instead of
zeroing buffers with sensitive information at the end of the signing, overwriting these
buffers with random data would also prevent the attack.

9.3 Other countermeasures
For the sake of completeness, we also mention that selecting parameter sets with o > k
prevents the key recovery method presented in Section 7 from being used. However,
this is not an effective countermeasure in general, because key recovery techniques, such
as [ACK+23, Péb24], are not affected by setting o > k. As mentioned previously, those
techniques can also be used for key recovery for the fault attacks in this paper.

Finally, we experimented with inserting random delays into the execution of the
algorithm to make it more difficult for an attacker to identify the right time for the
fault injection. The random delays were implemented as a buffer of NOPs into which the
actual instructions were inserted at runtime with randomly chosen distances between them.
However, we found that it is possible to reliably identify certain instructions based on
reference power consumption waveforms during the execution of the algorithm, thereby
breaking the countermeasure.

Additionally, the generation of a sequence of instructions with randomly inserted delays
has a significant runtime overhead both for the randomisation, as well as the subsequent
patching of relative branches to ensure the algorithm is executed correctly. There is
also a significant memory and execution cost associated with this technique, especially if
delays are chosen to be large enough to protect against attackers that can fault multiple
instructions. Overall, the random delay insertion does not seem viable to protect against
the attacks presented in this paper.
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10 Conclusion
We presented three practical first-order single-execution fault injection attacks on an
implementation of MAYO that can recover the full secret key of the scheme. Unlike
previous work, two of our attacks are not limited by the memory allocation strategy of the
device. The third requires a less restrictive memory allocation than previous attacks.

We introduced an alternative key recovery method that is simpler than previous
techniques and can be used in cases where the vinegar seed is known. We also proposed a
simulation technique that combines symbolic execution with loopy belief propagation on a
factor graph to identify faults that allow an attacker to predict the vinegar seed.

Our work demonstrates that it is possible to recover the secret key of MAYO in a
single attempt with a high probability, up to 99%. This highlights the importance of
protecting the computations of seed values. Previous fault attacks on MAYO have focused
on attacking the vinegar values derived from the seed instead of the seed itself.

Future work includes developing stronger countermeasures against fault attacks on
implementations of PQC algorithms.
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