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Abstract. Multi-authority/input attribute-based encryption (MA-/MI-ABE) are
multi-party extensions of ABE which enable flavours of decentralised cryptographic
access control. This work aims to advance research on multi-party ABE and their
lattice-based constructions in several directions:

• We introduce the notion of multi-client (MC-)ABE. This can be seen as an
augmentation of MI-ABE with the addition of a ciphertext identity (CID) in
the syntax, or a specialisation of multi-client functional encryption (MC-FE) to
the ABE setting.

• We adapt the 2-input (2I-)ABE of Agrawal et al. (CRYPTO’22), which is
heuristically secure yet without a security proof, into a 2-client (2C-)ABE, and
prove it satisfies a variant of very-selective security under the learning with
errors (LWE) assumption.

• We extend Wee’s ciphertext-policy (CP-)ABE (EUROCRYPT’22) to the MA
setting, yielding an MA-ABE. Furthermore, combining techniques in Boneh et
al.’s key-policy ABE (EUROCRYPT’14) and our MA-ABE, we construct an
MC-ABE. We prove that they satisfy variants of very-selective security under
the evasive LWE, tensor LWE, and LWE assumptions.

All our constructions support policies expressed as arbitrary polynomial-size circuits,
feature distributed key generation (for MA) and encryption (for 2C/MC), and
are proven secure in the random oracle model. Although our constructions only
achieve limited security against corrupt authorities/clients, the fully distributed key
generation/encryption feature makes them nevertheless non-trivial and meaningful.
Prior to this work, existing MA-ABEs only support up to NC1 policies regardless
of their security against corrupt authorities; existing MI-ABEs only support up to
constant-many encryptors/clients and do not achieve any security against corrupt
encryptors/clients; and MC-ABEs only existed in the form of MC-FEs for linear and
quadratic functions.

1 Introduction
Multi-authority attribute-based encryption (MA-ABE) [Cha07] and multi-input ABE
(MI-ABE) [BJK+18] are multi-party extensions of (single-authority single-input) ABE
which enable different flavours of decentralised cryptographic access control. An MA-ABE
allows to encrypt a message with respect to an access structure and a set of authorities, so
that any user who obtained suitable secret keys from a subset of authorities satisfying the
access structure can uncover the message. Similarly, an MI-ABE allows multiple encryptors

E-mail: cini.valerio@gmail.com (Valerio Cini), russell.lai@aalto.fi (Russell W. F. Lai),
ivy.woo@aalto.fi (Ivy K. Y. Woo)

This work is licensed under a “CC BY 4.0” license.
Received: 2024-04-09 Accepted: 2024-09-02

https://doi.org/10.62056/ahmpgy4e-
https://crossmark.crossref.org/dialog/?doi=10.62056/ahmpgy4e-&domain=pdf&date_stamp=2024-12-09
https://orcid.org/0009-0003-6876-0954
https://orcid.org/0000-0001-9126-1887
https://orcid.org/0000-0001-8905-1207
mailto:cini.valerio@gmail.com
mailto:russell.lai@aalto.fi
mailto:ivy.woo@aalto.fi
https://creativecommons.org/licenses/by/4.0/deed.en
https://creativecommons.org/licenses/by/4.0/deed.en


2 Lattice-based Multi-Authority/Client ABE for Circuits

to distributedly encrypt with respect to some attributes, so that a user who is granted a
secret key associated to a policy accepting those attributes can decrypt.

Leveraging lattice-based homomorphic computation techniques [GSW13] developed
originally for fully homomorphic encryption, the community has been relatively successful
in constructing (single-authority single-input) ABE supporting complex access structures.
Notably, Boneh et al. [BGG+14] constructed key-policy (KP-)ABE for circuits from
the learning with errors (LWE) assumption, and more recently Wee [Wee22] constructed
ciphertext-policy (CP-)ABE for circuits from the evasive LWE and tensor LWE assumptions,
both constructions having ciphertext size sublinear in the circuit size.

Less progress has been made in lattice-based multi-party ABE constructions. MA-ABE
for DNF formulas have been achieved under LWE [DKW21] based on linear-secret-sharing-
scheme (LSSS) techniques borrowed from group-based constructions, and implicitly for
NC1 circuits [DKW21] assuming honest authorities. On the MI front, two schemes for
the class of conjunction functions from LWE are implicit in the work of [FFMV23] but
unfortunately only with single-key security; [ARYY23] constructed constant-many-input
ABE from variants of the evasive LWE and tensor LWE assumptions, although both with
a stronger flavour than that for Wee’s CP-ABE.

This work seeks to explore the possibility of multi-party ABE under newly introduced
lattice-based assumptions, including the evasive LWE and tensor LWE assumptions which
have been shown to imply single-authority CP-ABE [Wee22]. Below, we first recall various
notions of multi-party ABE, then overview our contributions and highlight differences over
existing results.

1.1 Background
MA-ABE. A multi-authority (MA-)ABE seeks to decentralise the power of the authority
in a (single-authority) ABE. In the prominent global-identifier (GID) model, the setting
can be summarised as follows: Each user is associated to an identity uid. Any authority i
can generate its own master public and secret key pair (mpki,mski), and issue key skuid,i,xi

to user uid associated with attribute xi. An encryptor can encrypt a message µ with respect
to multiple authorities (identified by) (mpki)i∈[k] together with a policy f . A user uid can
decrypt to µ if and only if it obtains keys skuid,i,xi

for all of the authorities (mpki)i∈[k]
specified by the encryptor, and the specified policy f accepts the attributes (xi)i of uid,
i.e. f(x1, . . . , xk) = 0. To prevent mix-and-match attack, security commonly requires that
an adversary cannot request keys for the same uid and from the same authority i, but
associated to different attributes xi.

Multi-Input Functional/Attribute-based Encryption. Multi-input (MI-)ABE was
proposed by [BJK+18] as a stepping stone towards witness encryption (WE) and is a special
case of multi-input functional encryption (MI-FE) [GGG+14]. Analogous to the relation
between (single-input) KP-ABE and FE, an MI-ABE for function class F and message
space M can be viewed as an MI-FE for the function class G = {gf,µ : f ∈ F , µ ∈M} of
policy-checking predicates, where gf,µ(y1, . . . , yℓ) evaluates to message µ if the MI-ABE
policy f is satisfied, else it evaluates to ⊥. More precisely, an MI-ABE can be summarised
as follows: A trusted setup generates a master secret key for all ℓ encryptors and the
authority. The first encryptor can encrypt a message µ with respect to some attribute y1
as ctxt1,y1 , while for 2 ≤ j ≤ ℓ the j-th encryptor provides a ciphertext ctxtj,yj associated
to some attribute yj (without specifying any message). Any user, who obtains a secret
key skf associated to a function f from the authority, can decrypt (ctxt1,y1 , . . . , ctxtℓ,yℓ

)
to recover µ if and only if f(y1, . . . , yℓ) = 0.

A property of both MI-FE and MI-ABE is that mix-and-match is allowed in their
security models. In case of MI-ABE, it is said to be secure if the message µ remains
hidden from an adversary who obtains secret keys for many functions f1, f2, . . . ∈ F and
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ciphertext components for many attributes yi,1, yi,2, . . . ∈ Yi, as long as f(y1, . . . , yℓ) ̸= 0
for all combinations of (f, y1, . . . , yℓ) ∈ F × Y1 × . . .× Yℓ. This makes MI-FE/ABE very
powerful primitives, in that MI-FE implies iO [GGG+14] and MI-ABE implies witness
encryption [BJK+18], meaning that they also tend to be hard to construct. Existing MI-FE
(for functions beyond predicates) are all either group-based or obfuscation-based. For MI-
ABE, [AYY22] proposed a lattice-based 2-input ABE but no security proof was provided;
[FFMV23] constructed two MI-ABE schemes1 for conjunctions from LWE but which has
only single-(authority-)key security; Agrawal et al. [ARYY23] constructed constant-input
ABE based on the evasive LWE assumption with private-coin auxiliaries2 and an extended
version of the tensor LWE assumption.

The possibility of mix-and-match has also limited the use cases of MI-FE/ABE. Suppose
Alice wishes to disclose a secret message µ to Carol under the condition that her input y1
agrees with Bob’s y2, with Mary being the mediator. This scenario captures, for example, a
variety of voting. To achieve this, Mary acts as the authority in an MI-ABE and generates
skf for a function f which checks that y1 agrees with y2; Alice acts as the first encryptor
and generates ctxt1,y1 encrypting µ; Bob the second and generates ctxt2,y2 . Carol, who
collects (skf , ctxt1,y1,m, ctxt2,y2), decrypts and learns µ if f(y1, y2) = 0. Should Alice and
her peers want to release another secret message on different conditions, they would need
to set up a new instance of MI-ABE, since (ctxt1,y1 , ctxt2,y2) can be reused, undesirably.

Multi-Client Functional/Attribute-based Encryption. For the sake of both fea-
sibility and practicality, MI-FE has been extended to multi-client (MC-)FE [GGG+14],
which is same as an MI-FE except that each ciphertext from an encryptor is additionally
linked to a cid, also called a “tag” or a “label”. Correctness is guaranteed only when a
decryptor collects ciphertexts linked to the same cid, and security commonly requires that
the adversary does not query on a cid for all ℓ inputs. Same as the GID in an MA-ABE, the
CID in an MC-FE serves to prevent mix-and-match attacks. Although the security guaran-
tee becomes weaker, this model is regarded more natural in access control applications, and
a handful of constructive results [CDG+18, ABKW19, ABG19, LT19, AGT22, NPP22]
have been obtained. In the lattice setting, by now we have MC-FE for linear functions
with adaptive security from standard LWE [LT19].

Following this line of development, it is natural to ask if there exists an MC-analogue of
MI-ABE, which specialises MC-FE to the class of policy-checking predicates and unlocks
both feasibility and applications by the introduction of CID. We call this the multi-client
(MC-)ABE. Going back to the above example with Alice and her peers, in an MC-ABE the
set of ciphertexts (ctxt1,y1 , ctxt2,y2) would be associated to a common ciphertext identifier
cid, and cannot be mixed with future ciphertexts associated to cid′ ≠ cid. The system can
thus be reused repeatedly by using different cid in each round, which is more desirable in
many real-world applications.

We see MC-ABE (or “MI-ABE in the CID model”) as a dual of MA-ABE in the
GID model: Both incorporate an ID to prevent mix-and-match, with the former allowing
multiple inputs and the latter multiple authorities. Removing the ID (so that mix-and-
match is allowed) results in formulations of MI-ABE and MA-ABE where both of which
imply witness encryption. Section D discusses the transformation to WE and why having
IDs prevents such in more detail.

1.2 Our Contributions
This works extends the boundary of multi-party ABE in the following directions:

1Actually they constructed multi-input predicate encryption, which implies MI-ABE, although with
the heavy machinery of lockable obfuscation.

2See Section 1.4 for a short discussion on variants of evasive LWE.
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Multi-Client ABE. We formally introduce the notion of multi-client ABE, a natural
variant of MI-ABE where syntax and security forbid mix-and-match attacks, which can
also be seen as a specialisation of MC-FE to the the class of policy-checking predicates.

2C-ABE for Circuits from LWE. We adapt the heuristic 2-input ABE for general
circuits of Agrawal et al. [AYY22] to a (public-key) 2-client ABE, which we prove to satisfy
a variant of very-selective security under the (standard) LWE assumption in the random
oracle model (ROM).

MA-ABE and MC-ABE for Circuits. Adapting techniques from [Wee22] and
[BGG+14], we construct an MA-ABE and an MC-ABE for general circuits, respectively.
We prove variants of very-selective security of both constructions, under the evasive LWE,
tensor LWE, and LWE assumptions in the ROM.

All three constructions feature distributed key generation, i.e. authorities in MA-
ABE, respectively encryptors in MC-ABE, generate their secret keys independently, thus
achieving decentralisation common in MA-ABE works.

All our constructions retain security when no authority/encryptor involved in the
challenge ciphertext is corrupt. Alternatively, our MA-ABE is secure if, for each user, at
least one authority involved in the challenge ciphertext is honest, and who did not issue any
key to this user. Similarly, our MC-ABE are secure if at least one sub-encryptor specified in
the challenge ciphertext is honest, and who did not contribute any ciphertext component for
the specified slot.3 Despite these restrictions, we believe that the achieved security notions
are still non-trivial and meaningful in presence of distributed key generation, since the latter
makes the schemes irreplaceable by their single-authority/encryptor counterparts, and the
security of ciphertexts involving different sets of authorities/encryptors are independent.

1.3 Related Work
Multi-party ABE is naturally connected to (single-party) ABE and (multi-party) FE, both
of which have vast literature. We do not attempt to compare the results in this work
exhaustively with every existing multi-party ABE/FE, but instead focused on most related
ones. In particular, we omit comparisons with existing MC-FE schemes which support
only linear or quadratic functions, and hence cannot be cast as MC-ABE schemes, and any
schemes based on indistinguishability obfuscation. We also omit further comparisons with
MI-ABE and MI-FE as they are already discussed above, and their security requirement
against mix-and-match attacks makes them compete in a higher league4 than MA-/MC-
schemes, despite the syntactical similarity.

Since MC-ABE is a new notion that was not explicitly considered before, we focus our
discussion below on MA-ABE, and draw connections to our MC-ABE when appropriate.
We first discuss the syntax and the expressiveness of the supported access policies, and
then move to the security notions.

Syntax. MA-ABE has traditionally [LW11] been considered natively for monotone access
policies, and the support for non-monotone policies is often obtained by first converting
non-monotone policies to monotone ones (more details below). As such, an attribute secret
key skuid,i issued by an authority is traditionally associated to a user uid and an attribute
identifier i ∈ [n], but not the value xi of the i-th attribute. By collecting keys for attributes
i ∈ A ⊆ [n], a user uid can decrypt ciphertexts associated to access policies A ⊆ 2[n] with

3Our 2C-ABE is trivially secure in this case since there is only one sub-encryptor.
4They are much more powerful but also likely much more difficult to construct, both conceptually and

potentially in terms of required assumptions.



Valerio Cini, Russell W. F. Lai, Ivy K. Y. Woo 5

Table 1: Overview of selected MA-ABE schemes. P: polynomial-size circuits. static−:
static corruption with restrictions. Selective queries refers to adversary declaring all queries
at once, before seeing the public parameters.

Scheme Structure Policy Corruption ski Query
[DKW23b] Group NC1 adaptive adaptive
[DKW21] Lattice DNF static selective
[DKW21] Lattice NC1 none selective
[WWW22] Lattice NC1 static selective
Section 6 Lattice P static− selective

A ∈ A. When representing an access policy as a circuit f(x1, . . . , xn), getting a secret key
skuid,i could be interpreted as getting authorised for xi = 1.

For schemes natively supporting non-monotone policies, however, the above convention
becomes problematic since in this case the value xi of each attribute i could influence the
acceptance of the policy, and a user must collect keys from all authorities. In this work,
we instead following the syntax of ABE for circuits [BGG+14, Wee22], where an attribute
secret key skuid,i,xi

is additionally associated to the value xi of the i-th attribute. The
syntax of MC-ABE is defined analogously.

Pairing-based MA-ABE for NC1. A large class of MA-ABE schemes (e.g. [LW11,
WFL19, DKW21, DKW23a, DKW23b, AG23], non-exhaustively), especially pairing-based
ones, support access policies authorised by (monotone) linear secret sharing schemes
(LSSS). It is folklore that any NC1 circuit can be converted into a monotone LSSS by
interpreting positive and negative literals of the inputs as independent variables. As such
many pairing-based schemes (e.g. [LW11, DKW23a, DKW23b, AG23], see also [DKW23b,
Table 1]) can be interpreted as MA-ABE for NC1 circuits.

Lattice-based MA-ABE for DNF, NC1, and circuits. All pairing-based crypto-
graphic constructions are vulnerable against quantum adversaries. Currently, all plausibly
post-quantum secure candidates are lattice-based, including the schemes of [DKW21,
WWW22], and ours. We summarise existing lattice-based MA-ABEs in Table 1, where we
also include the state-of-the-art group-based scheme of [DKW23b] for comparison.

In the lattice setting, instantiating the MA-ABE construction of [DKW21] with the
above LSSS for NC1 turns out to be insecure since the LSSS needs to additionally satisfy a
property known as “linear independence for unauthorised rows”. Instead, they instantiate
the construction with an LSSS which captures DNF formulas, thus obtaining an MA-ABE
for DNFs under the LWE assumption.

We note, however, that if the MA-ABE of [DKW21] is instantiated with the above
LSSS for NC1, then it would be secure in a setting where all authorities involved5 in the
challenge ciphertext are honest (cf. [DKW21, Remark 6.1]).

All (pairing- and lattice-based) MA-ABE constructions discussed so far are proven
secure in the random oracle model. An exception is the lattice-based scheme of [WWW22],
which also supports DNF formulas, and is proven secure in the standard model under the
evasive LWE assumption.

To summarise, all existing pairing-based MA-ABE schemes support up to NC1 circuits,
and the only two existing lattice-based schemes both support DNF formulas. If we are
willing to (completely) forego security against corrupt authorities, then the lattice-based
scheme of [DKW21] supports up to NC1 circuits. In contrast, our MA-ABE constructions

5By an authority being involved in the challenge ciphertext, we mean that the ciphertext is associated
to a policy f(X1, . . . , Xn) where the authority is responsible to some Xi.
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Table 2: Overview of selected MI-/MC-ABE/FE schemes. PK/MSK/SK: main/sub
encryption algorithm is w.r.t. public-key/master-secret-key(corruption not possible)/user-
secret-key. Lin: linear functions, Quad: quadratic functions, P: polynomial-size circuits. -:
corruption not allowed by setting, static−: static corruption with restrictions. sel: selective,
adp: adaptive, ?: no security proof. Selective queries broadly refers to adversary declaring
all queries at once, either before or after seeing the public parameters.

Scheme MC/MI Encryption Structure Policy Corruption Query
Main Sub ctxti skf

[AGT22] MC MSK MSK Group Quad - sel sel
[LT19] MC SK SK Lattice Lin adaptive adp adp
Section 5 2C PK SK Lattice P static− sel adp
Section 7 MC PK SK Lattice P static− sel adp
[AGT22] MI SK SK Group Quad static sel sel
[AYY22] 2I PK MSK Lattice P - ? ?
[ARYY23] constantI PK MSK Lattice P - sel sel

is the first to support general polynomial-size circuits with limited but non-trivial security
against corrupt authorities. Instead of LSSS, our constructions leverage homomorphic
computation, analogous to their single-party counterparts [BGG+14, Wee22].

We remark that although the scheme of [Kim19] supports arbitrary polynomial-size
circuits, it requires a centralised key generation. In contrast, all other schemes discussed
in this work, including ours, feature distributed key generation.

Security Notions. MA-ABE with a wide spectrum of security notions have been
considered, many being incomparable. Below, we attempt to give a systematic overview.

Security notions of MA-ABE mainly differ in the restrictions imposed to

(i) corruption queries, i.e. asking for the master secret key of a specified authority,

(ii) attribute key queries, i.e. asking for an attribute secret key issued by a specified
authority to a specified user associated to a specified attribute, and

(iii) challenge ciphertext queries, i.e. asking for a ciphertext encrypting one of two specified
messages associated to a specified access policy.

In the fully adaptive case, the adversary is allowed to adaptively issue all three kinds of
queries, so long as the challenge ciphertexts are not trivially decryptable as mandated by
the correctness of the scheme. Achieving fully adaptive security is very challenging, and
has only been recently achieved by the pairing-based MA-ABE for NC1 of [DKW23b].

All other existing schemes are proven secure under some restricted security model.
In particular, existing lattice-based schemes [DKW21, WWW22] are proven secure in a
“very-selective” model where the adversary must declare all queries of all three types in
advance before receiving even the authorities’ public keys. This is not surprising considering
even the single-authority scheme of [Wee22] has the same restrictions.6

Putting aside adaptiveness of queries, the default security notion of MA-ABE has been
that the adversary cannot distinguish the encrypted message, so long as the challenge
ciphertext is not decryptable by its collection of corrupt master secret keys and attribute
keys. In particular, achieving security only when all authorities involved in the challenge
ciphertext are honest is traditionally deemed too weak.

6Except obviously that there cannot be corruption query in the single-authority setting.
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However, we make a case for this weak security notion still being non-trivial and
meaningful, if the MA-ABE scheme features distributed key generation. Indeed, the utility
of such a scheme is irreplaceable by a single-authority scheme, since having distributed key
generation means that the encryptor can freely pick any set of authorities to encrypt their
message against. Moreover, the insecurity of one ciphertext due to authority corruption
has no direct implication towards the security of another independent ciphertext.7

Both the scheme of [DKW21, Remark 6.1] for NC1 and our MA-ABE scheme achieve
very-selective honest-authorities security. Moreover, unlike the scheme of [DKW21, Remark
6.1] which offers no security in presence of corrupt authorities, the schemes presented in
this work retain limited security assuming that keys from at least one honest authority
is missing for each user. Our 2C-/MC-ABE achieve similar security in the MC setting.
As reference, we summarise existing lattice-based MC- and MI-schemes in Table 2, where
we also include the state-of-the-art group-based schemes for comparison. In this realm,
constructions for linear and quadratic policies are called MC-/MI-FEs in the literature.

1.4 Discussions

Non-triviality even assuming evasive LWE. While (some form of) evasive LWE im-
plies advanced primitives including null-iO [VWW22] and witness encryption (WE) [Tsa22],
which could be used to build (some flavours of) ABE, we observe the following limita-
tions/obstacles:

• The only existing null-iO and WE constructions [VWW22, Tsa22] rely on evasive
LWE assumptions which holds for general, private-coin auxiliary inputs, which are
qualitatively stronger assumptions. In particular, as discussed in [Wee22, Wee23],
evasive LWE for general private-coin auxiliaries is unlikely to hold in its full generality,
and recently counterexamples against certain subclasses of private-coin evasive LWE
have been discovered [BUW24]. In contrast, the evasive LWE assumptions used for
direct constructions of ABE by [Wee22] and of MA-/MC-ABE in this work involve
only public-coin auxiliaries, which is qualitatively weaker than what is currently
needed for null-iO and WE.

• Constructions of ABE from null-iO/WE seem to require embedding some form of
obfuscation of the access policy in the ciphertext, leading to non-compact ciphertexts,
i.e. ciphertext size is dependent on policy size. Explicit constructions of ABE from
WE seem to appear only recently [FWW23], which built registered-ABE (RABE)
and broadcast encryption (BE) from WE. Indeed, their RABE has non-compact
ciphertexts due to the aforementioned obstacle, and the techniques they used for
building BE do not seem to translate to an ABE for circuits. In contrast, [Wee22]
and our schemes achieve compact ciphertexts.

On Removing Random Oracles. For all of our constructions, the random oracles can
plausibly be removed by borrowing existing techniques. In a nutshell, for our 2C-ABE,
the construction may be modified in a way analogous to existing lattice-based IBE with
security in the standard model, for which we discuss in more details in Remark 3 in
Section 5. For our MA- and MC-ABEs, the random oracle may be instantiated with
a pseudorandom function of e.g. [BLMR13] which consists of subset product of public
low-norm matrices, analogous to how [WWW22] achieved MA-ABE for subset policies
without random oracles, for which we discuss in more details in Remark 4 in Section 6.

7For example, suppose authority 0 is corrupt, 1 and 2 are honest, and ctxt0,1 (resp. ctxt1,2) involves
authorities 0 and 1 (resp. 1 and 2). Then even if ctxt0,1 is insecure, ctxt1,2 could still be secure.
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Homomorphic
Computation

KP-ABE
[BGG+14]

2C-ABE
Section 5

MC adaption of [AYY22]

CP-ABE
[Wee22]

MA-ABE
Section 6

MC-ABE
Section 7

Figure 1: Logic flow of technical overview.

2 Technical Overview
Our constructions heavily rely on lattice-based homomorphic computation [GSW13,
BGG+14] and the techniques introduced in Wee’s CP-ABE construction [Wee22]. Figure 1
depicts the logic flow of the technical overview over our constructions.

We begin by recalling homomorphic computation techniques [GSW13] and Boneh et
al.’s KP-ABE scheme [BGG+14], which Agrawal et al.’s 2I-ABE [AYY22] is based on. We
then explain our adaption of Agrawal et al.’s 2I-ABE to the 2-client setting. Moving to a
different construction paradigm, we recall the essence of Wee’s CP-ABE [Wee22], as well
as the evasive LWE and tensor LWE assumptions used to prove the security of the scheme.
This provides a basis for explaining our extension of Wee’s scheme to a MA-ABE. Finally,
combining many of the prior techniques, we overview our MC-ABE construction.

All discussion in this technical overview are over Zq where q is a super-polynomial
modulus, and for ease of exposition mod q operations are suppressed. In order to denote
the noisy version of a term, we underline it with a wavy underline ·

:
, e.g. sTA

:::
means

sTA + eT where e is short relative to q. We abuse χ to denote any Gaussian distributions
over Z, even if they are with different Gaussian parameters in the formal constructions.
Given any matrices A ∈ Zn×m

q and Z ∈ Zn×k
q , we use A−1(Z) to denote the distribution

of matrix Y samples according to χm×k conditioned on AY = Z mod q.

2.1 Homomorphic Computation
We recall the basics of homomorphic computation in lattice-based cryptography by [GSW13,
BGG+14]. Let gT := (1, 2, . . . , 2⌈log q⌉−1) and G := In ⊗ gT be the gadget vector and
matrix respectively [MP12]. Let B = (B1, . . . ,Bℓ) ∈ Zn×ℓm

q , f : {0, 1}ℓ → {0, 1} be a
Boolean function represented by a circuit of bounded-polynomial-depth, and x ∈ {0, 1}ℓ.
For appropriately chosen parameters, there exist efficiently computable short matrices
HB,f ∈ Zℓm×m and HB,f,x ∈ Zℓm×m such that

Bf := BHB,f , (B− xT ⊗G) ·HB,f,x = Bf − f(x) ·G.

2.2 Boneh et al.’s KP-ABE
Our starting point is the KP-ABE of Boneh et al. [BGG+14] summarised as follows.

• mpk: A←$ Zn×2m
q , B←$ Zn×ℓm

q , v←$ Znq .

• skf : (A | Bf )−1(v).

• ctxtx,µ: sT(A | B− xT ⊗G)
:::::::::::::::::

, sTv + q
2µ

:::::::

.

The decryptor derives sT(A | Bf )
:::::::::

from sT(A | B− xT ⊗G)
:::::::::::::::::

, then multiplies (A | Bf )−1(v)

to derive sTv
::

, and finally recovers q
2µ
::

and hence µ.
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Boneh et al. [BGG+14] proved the above construction selectively secure under the LWE
assumption. To recall, the selective security experiment of KP-ABE goes as follows: The
PPT adversary declares the challenge attribute x∗ for which they wish to see a challenge
ciphertext. They are then given the public parameters and access to a key generation
oracle, to which they can query functions f rejecting x∗, i.e. f(x∗) = 1. Eventually, the
adversary specifies two messages µ0 and µ1, and the ciphertext of one of which w.r.t. x∗

will be given to the adversary. The adversary then continues to interact with the oracle,
and eventually guesses which message was encrypted.

A crucial step in the proof of selective security in [BGG+14] is to replace B with
B = AR + (x∗)T ⊗G where R is some random short matrix. By the leftover hash lemma,
B generated this way is statistically close to a uniformly random one. This alternative
way of generating B, however, allows to derive a gadget trapdoor [MP12] RHB,f,x∗ for
(A | Bf ) = (A | ARHB,f,x∗ + G) using which the reduction can answer any key query for
any f rejecting x∗, i.e. f(x∗) = 1, without knowing any trapdoor for A.

2.3 2-Client Variant of AYY’s 2-Input ABE
We start by recalling the core components in the 2I-ABE construction of Agrawal, Yadav,
and Yamada (AYY) [AYY22]. The AYY scheme borrows the main idea of the work from
Brakerski and Vaikuntanathan [BV22] on CP-ABE, which, in turn, was based on the
KP-ABE scheme of Boneh et al. [BGG+14] recalled above. We adapt their scheme to the
MC setting and prove its security under the LWE assumption in the ROM.

AYY’s 2I-ABE. AYY describe their scheme so that the authority and both encryptors
share a master secret key. We observe that, actually, the authority and encryptor can
generate their own keys distributedly, and encryptor 1 requires no secret key. Below, we
summarise this distributed version of the AYY scheme:

• pp: {Bi,j}i∈[2],j∈[ℓ] ←$ (Zn×m
q )2ℓ, v←$ Znq .

• apk: A←$ Zn×2m
q .

• epk2: {D2,j,b}j∈[ℓ],b∈{0,1} ←$ (Zn×4ℓm
q )2ℓ.

• skf : uf ←$ (A | Bf )−1(v).

• ctxt1,x1,µ: C0, (C1,j)j∈[ℓ], (C̄2,j,b)j∈[ℓ],b∈{0,1} , c3 where

C0 = SA
:::

, C1,j = S(B1,j − x1,jG)
::::::::::::::

,

C̄2,j,b = DT
2,j,b · ŜT

2,j,b + S · (B2,j − bG)
::::::::::::::::::::::::::

, c3 = Sv + gµ
:::::::

,

with S←$ Z4ℓm×n
q and Ŝ2,j,b ←$ Zm×n

q for all j ∈ [ℓ] and b ∈ {0, 1}.

• ctxt2,x2 : tx2 ←$ D−1
2,x2

(0) where D2,x2 vertically concatenates
{

D2,j,x2,j

}
j∈[ℓ].

Note that tx2 is a simultaneous solution of the SIS instances D2,j,x2,j for all j ∈ [ℓ].
Such a preimage can be sampled using a trapdoor of a matrix D2 which is the vertical
concatenation of {D2,j,b}j∈[ℓ],b∈{0,1} .

To decrypt, left-multiply tT
x2

to each of C0, (C1,j)j∈[ℓ], (C̄2,j,x2,j )j∈[ℓ], and c3. This
yields a ciphertext of almost the same form as in Boneh et al.’s KP-ABE:

sT(A | B− xT ⊗G)
:::::::::::::::::

, sTv + tT
x2

gµ
::::::::::
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where sT = tT
x2

S. Using the decryption procedure in Boneh et al.’s KP-ABE, the decryptor
removes the mask sTv and recovers tT

x2
gµ

:::::

, which is short if µ = 0.

While Agrawal et al. [AYY22] did not provide a proof for their 2I-ABE construction,
the heuristics for security is that there seems to be no meaningful way to combine two
different short vectors tx2 and tx′

2
for x2 ̸= x′

2 to obtain a new short vector tx̂2 encoding a
new attribute x̂2. This allows one to conjecture that D2,j,1−x2,j

tx2 is pseudorandom for all
j ∈ [ℓ], and hence for all j the decryptor only has access to one of (S(B2,j + bG)

:::::::::::
)b∈{0,1} .

Our 2C-ABE. We adapt the AYY construction to the MC model by introducing
ciphertext identifiers cid. For this, we will use a hash function H : {0, 1}∗ → Znq modelled
as a random oracle. Similar to AYY, ctxt1 with ciphertext identifier cid consists of almost
the same ciphertext components, except that it now additionally contains (c̃2,j,b)j∈[ℓ],b∈{0,1}

where c̃T
2,j,b := H(cid, 2, j, b)TŜT

2,j,b
::::::::::::::::

. We modify ctxt2 such that it consists of a short vector

tcid,x2 ←$ D−1
2,x2

(
H(cid, 2, j, x2,j) : j ∈ [ℓ]

)
.

In other words, it is a short vector satisfying D2,j,x2,j tcid,x2 = H(cid, 2, j, x2,j) for all j ∈ [ℓ]
simultaneously. Finally, we modify the decryption procedure so that the step of computing
tT

cid,x2
C̄2,j,x2,j

is replaced by tT
cid,x2

C̄2,j,x2,j
− c̃2,j,x2,j

for each j ∈ [ℓ], so that the masking
term H(cid, 2, j, x2,j)TŜT

2,j,x2,j
can be cancelled out. The rest then follows the AYY scheme.

Security Analysis. The security of the scheme essentially follows from two steps. First,
we simulate ctxt2 via programming the random oracle H so that we can abandon the
trapdoor of D, which is possible since the adversary cannot query more than one attribute
x2 for a single ciphertext identifier cid. Then, to argue

C̄2,j,b = DT
2,j,b · ŜT

2,j,b + S · (B2,j − bG)
::::::::::::::::::::::::::

is pseudorandom for all j, b, we show that either one of the two summands is so. More
precisely, for any attribute x2, we show that for any j ∈ [ℓ]:

• If b = x2,j , then S(B2,j − x2,jG)
::::::::::::::

and C1,j = S(B1,j − x1,jG)
::::::::::::::

are pseudorandom,

the proof of which follows that of Boneh et al.’s KP-ABE [BGG+14].

• If b = 1−x2,j , then DT
2,j,1−x2,j

ŜT
2,j,1−x2,j

:::::::::::::::::

and c̃2,j,1−x2,j = H(cid, j, 1− x2,j)TŜT
j,1−x2,j

:::::::::::::::::::::::

are pseudorandom. This follows directly from LWE (w.r.t. LWE secret Ŝ2,j,1−x2,j
),

as the joint distribution of D2,j,1−x2,j
and H(cid, 2, j, 1− x2,j) is uniform random,

since the adversary never gets to query more than one attribute x2 for the same cid.

Insecurity against Corruption. We briefly discuss the insecurity of AYY and our
adapted 2C-ABE in case the adversary corrupts the second encryptor. Using the trapdoor
of D, the adversary could compute a short preimage t←$ D−1(0), hence deriving

tTC̄2,j,0 = tTS(B2,j)
::::::::

, tTC̄2,j,1 = tTS(B2,j −G)
::::::::::::

, tTc3 = tTSv + tTgµ
::::::::::

.

Taking the difference of the first two terms yields tTSG
::::

, from which the adversary could
recover tTS since G admits a public trapdoor. Then, the adversary could remove the
masking term tTSv

::::
and recover tTgµ, which is short if µ = 0.
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2.4 Wee’s CP-ABE
To obtain our MA- and MC-ABE schemes, our starting point is the CP-ABE of [Wee22]8
which can be summarised as follows9:

• mpk: A ←$ Zn(m+1)×2m(m+1)
q ,B = (B1, . . . ,Bℓ) ←$ Zn×ℓm

q ,P ←$ Zn×m
q , u ←$ χm.

Denote A =
(

A
A

)
where A ∈ Zn×2m(m+1)

q ,A ∈ Znm×2m(m+1)
q .

• skx: kx ∈ Z2m(m+1), Ux ∈ Z2m2×(ℓm+1) where

kx ←$ χm, Ux ←$ A−1
(

Pkx
(B− xT ⊗G)⊗ kx

)
• ctxtf,µ: (c0, c1) ∈ Zmq × Z2m(m+1)

q where s←$ Znq , s←$ Znmq ,

cT
0 = sTP + sT(Bfu⊗ Im) + µgT

:::::::::::::::::::::::
, cT

1 = (sT | sT)A
::::::::

.

To decrypt, one declares µ = 0 if cT
0kx − cT

1Ux = µgTkx
:::::

is short.
To prove the very-selective security of the scheme, Wee [Wee22] relied on the LWE,

evasive LWE, and tensor LWE assumptions. First, using the evasive LWE assumption, it
suffices to argue that the following are pseudorandom:

sTP + sT(Bfu⊗ Im)
:::::::::::::::::

, sTA
:::

+ sTA
:::

,

(
sTPkx
:::::

, sT((B− xT ⊗G)⊗ kx)
:::::::::::::::::::

)
x∈X

where X collects attributes for which the adversary asks for secret keys. Writing

sTPkx
:::::

= (sTP + sT(Bfu⊗ Im)
:::::::::::::::::

)kx − sT((B− xT ⊗G)⊗ kx)
:::::::::::::::::::

HB,f,xu + sT(Gu⊗ kx)
:::::::::::

,

for each x ∈ X and resorting to noise flooding, it suffices to argue that

sTP + sT(Bfu⊗ Im)
:::::::::::::::::

, sTA
:::

+ sTA
:::

,

(
sT((B− xT ⊗G | Gu)⊗ kx)
::::::::::::::::::::::::

)
x∈X

is pseudorandom. Notice now that the LWE secret s only appears in the terms sTP
:::

and
sTA
:::

, which are pseudorandom by LWE. We are now left with

sT((B− xT ⊗G | Gu)⊗ kx)
::::::::::::::::::::::::

,∀x ∈ X

which is pseudorandom under the tensor LWE assumption.

2.5 Our MA-ABE
We extend Wee’s CP-ABE to an MA-ABE. The starting idea is two-fold: (i) We replace
A with Ai, i ∈ [k], where authority i has a trapdoor for Ai and is responsible for handing
out keys for xuid,i encoded as Bi − xT

uid,i ⊗G. (ii) We replace the masking term sTP in
the ciphertext by sT

iP, for i ∈ [k]. The ciphertext is constructed in such a way that the
i-th masking term sT

iP can only be removed using key material provided by authority i.
These result in a scheme that is secure when all authorities are honest, but is insufficient
in presence of corruption (we elaborate this in Remark 1). Thus, we introduce the third
modification, which involves an additional public matrix Q, together with the associated
term QKuid in the secret key and a new component in the ciphertext.

8For simplicity, we consider the variant obtained after the “second modification” [Wee22, Section 2.1]
and proven secure under the tensor LWE assumption [Wee22, Section 5.4].

9We use A and A to denote the “top part” and “bottom part” of the matrix A. Similarly s and s for
the first and second chunk of the vector s.
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Construction. Let H : {0, 1}∗ → χm×χm×mℓ be a random oracle for deriving common
randomness for generating user secret keys for a user identifier uid. Our construction can
be summarised as follows:

• pp: P←$ Zn×m
q , Q←$ Zn×m

q , u←$ χm.

• apki: Ai ←$ Zn(m+1)×2m(m+1)
q , Bi ←$ Zn×ℓm

q .

• skuid,i: Uuid,i ∈ Z2m where (kuid,Kuid) := H(uid) and

Uuid,i ←$ A−1
i

(
Pkuid QKuid

(Bi − xT
uid,i ⊗G)⊗ kuid

)
.

• ctxt: (c0, c1, . . . , ck, c) ∈ Zkmq × (Z2m(m+1)
q )k × Zmq where

cT
i = (sT

i | sT) ·Ai
::::::::::

∀ i ∈ [k], cT
0 = (sT

1 | . . . | sT
k) · (Ik ⊗Q)

:::::::::::::::::::
,

cT =
∑
i∈[k] sT

iP + sT · (Bfu⊗ Im) + µgT

::::::::::::::::::::::::::::::

.

The new component c0 allows for cancelling out the additional block QKuid in the
secret key. After that, correctness is analogous to the scheme of Wee [Wee22].

Security Analysis. We sketch a proof that the above scheme is very-selectively secure
under the evasive LWE and tensor LWE assumptions. In the following, we divide each
Ai =

(
Ai

Ai

)
into a top part Ai ∈ Zn×2m(m+1)

q and a bottom part Ai ∈ Znm×2m(m+1)
q . We

use the shorthand B̂uid,i := Bi − xT
uid,i ⊗G.

The adversary specifies the following information: (i) Icorr ⊂ [k] the set of corrupt
authorities, and (ii) Q the set of (uid, i,xuid,i) tuples for which the adversary requests
a secret key for user uid associated to attribute xuid,i. We write U for the set of all uid
appearing in Q and, for each uid ∈ U , Iuid ⊆ [k] for the set of authorities from whom the
adversary requests a secret key for user uid. In return, the adversary receives the following:

• Public information: (Ai,Bi)i∈[k], P, Q, (kuid,Kuid)uid∈U , u

• Trapdoors for corrupt authorities: (tdAi)i∈Icorr

• Attribute secret keys: A−1
i

(
Pkuid QKuid

B̂uid,i ⊗ kuid

)
,∀ (uid, i,xuid,i) ∈ Q

• Challenge ciphertext:

((sT
i | sT) ·Ai

::::::::::
)i∈[k], (sT

1 | . . . | sT
k) · (Ik ⊗Q)

:::::::::::::::::::
,
∑
i∈[k] sT

iP + sT · (Bfu⊗ Im) + µgT

::::::::::::::::::::::::::::::

.

We would like to show that the term masking µ in the challenge ciphertext is pseudorandom
in the view of the adversary. We distinguish between two cases:

Case 1. Icorr = ∅, i.e. all authorities are honest.10

Case 2. Icorr ≠ ∅, i.e. some authorities are corrupt, and Iuid ∪ Icorr ̸= [k] for all uid ∈ U ,
i.e. for each uid there exists at least one honest authority iuid /∈ Icorr from whom the
adversary receives no secret key for user uid. A discussion on this corruption setting
is given in Section C.

10See Remark 2 for a discussion on assuming Q = [k] × U .
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Case 1. Notice that the adversary’s input can be efficiently simulated given:

(Ai,Bi)i∈[k],P,Q, (kuid,Kuid)uid∈U ,u,

A−1
i

(
Pkuid QKuid

B̂uid,i ⊗ kuid

)
, ∀ uid ∈ U , i ∈ [k]

((sT
i | sT) ·Ai

::::::::::
, sT

iQ
:::

)i∈[k],
∑
i∈[k] sT

iP + sT · (Bfu⊗ Im)
:::::::::::::::::::::::::

To argue that the masking term is pseudorandom, it suffices to prove that the terms in
the last line above are pseudorandom. Invoking the evasive LWE assumption, it suffices to
argue that the terms below are pseudorandom:

(sT
iPkuid

::::::
, sT

iQKuid
:::::::

, sT · (B̂uid,i ⊗ kuid)
:::::::::::::::

)uid∈U,i∈[k],

(sT
iAi

::::
+ sTAi

::::
, sT

iQ
:::

)i∈[k],
∑
i∈[k] sT

iP + sT · (Bfu⊗ Im)
:::::::::::::::::::::::::

For any uid, we observe the following identity expressing sT
1Pkuid as a short linear combi-

nation of the other given terms and an additional term sT(Gu⊗ kuid):

sT
iPkuid =

(∑
i∈[k] sT

iP + sT · (Bfu⊗ Im)
)

kuid −
∑
i∈[2,k] sT

iPkuid

− (sT · (B̂uid,i ⊗ kuid))i∈[k]HB,f,xuidu + sT · (Gu⊗ kuid)

This means that, using noise flooding, it suffices to argue that the terms

(sT
iPkuid

::::::
)i∈[2,k],uid∈U , (sT · (B̂uid,i ⊗ kuid), sT · (Gu⊗ kuid)

::::::::::::::::::::::::::::::
)uid∈U,i∈[k],

(sT
iAi

::::
+ sTAi

::::
, sT

iQ
:::

)i∈[k],
∑
i∈[k] sT

iP + sT · (Bfu⊗ Im)
:::::::::::::::::::::::::

are pseudorandom. Notice that s1 only appears in the terms in the second line above. By
the LWE assumption, we have that sT

1A1
::::

, sT
1Q

:::
and sT

1P
:::

are pseudorandom, hence so are

sT
1A1

::::
+sTA1

::::
and

∑
i∈[k] sT

iP + sT · (Bfu⊗ Im)
:::::::::::::::::::::::::

. Now it remains to argue pseudorandomness

of the following:

(sT
iPkuid

::::::
)i∈[2,k],uid∈U , (sT · (B̂uid,i ⊗ kuid)

:::::::::::::::
, sT · (Gu⊗ kuid)

:::::::::::::
)uid∈U,i∈[k],

(sT
iAi

::::
+ sTAi

::::
, sT

iQ
:::

)i∈[2,k]

Using noise flooding, for each i ∈ [2, k], the terms (sT
iPkuid

::::::
)uid∈U is simulatable using sT

iP
:::

.

Then, by LWE, we have that sT
iP

:::
, sT

iQ
:::

and sT
iAi

::::
are pseudorandom for all i ∈ [2, k]. We

are thus left to argue the pseudorandomness of

(sT · (B̂uid,i ⊗ kuid)
:::::::::::::::

, sT · (Gu⊗ kuid)
:::::::::::::

)uid∈U,i∈[k]

which follows from the tensor LWE assumption.

Case 2. Before describing the security proof, we observe that security in this case cannot
rely on the secrecy of the LWE secret s, since the adversary can use tdAi∗ of any corrupt
authority i∗ to invert (sT

i∗ | sT) ·Ai∗
::::::::::::

in the ciphertext and recover both si∗ and s. Security
instead relies on the secrecy of si for an honest authority i, and the obstacle now is to

simulate the secret keys Uuid,i = A−1
i

(
Pkuid QKuid

B̂uid,i ⊗ kuid

)
which is correlated to (the
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no longer secret) s by the relation sTAi
::::

·Uuid,i ≈ (0 | B̂uid,i ⊗ kuid) for any i. We obtain
two strategies to tackle this issue, both having different trade-offs: One is relatively simple,
but relies on a slightly stronger instance of evasive LWE, where the distribution of the
preimages is Gaussian not only subject to image evaluation but has to satisfy additional
constraints; Another one requires only a weaker evasive LWE instance, with preimages
simply distributed Gaussian subject to image evaluation (without further constraints), but
at the cost of more complicated simulation techniques and poorer asymptotic parameters.
Below we only describe the first and simpler proof, which conceptually resembles the proof
of Case 1. In this case, the adversary’s input can be efficiently simulated given:

(Ai,Bi)i∈[k]\Icorr ,P,Q, (kuid,Kuid)uid∈U ,u

Uuid,i = A−1
i

(
Pkuid QKuid

B̂uid,i ⊗ kuid

)
,∀ uid ∈ U , i ∈ [k]

(sT
iAi

::::
, sT

iQ
:::

)i∈[k]\Icorr ,
∑
i∈[k]\Icorr

sT
iP

:::::::::::::

To argue that the masking term is pseudorandom, we need to show that the terms in
the last line above are pseudorandom. By (a stronger11 instance of) the evasive LWE
assumption, it suffices to argue that the terms below are pseudorandom:

(sT
iPkuid

::::::
, sT

iQKuid
:::::::

)i∈Iuid\Icorr,uid∈U , (sT
iAi

::::
, sT

iQ
:::

)i∈[k]\Icorr ,
∑
i∈[k]\Icorr

sT
iP

:::::::::::::

Since Icorr ̸= [k], there exists at least one honest i∗ ∈ [k] \ Icorr. For any uid, if i∗ /∈ Iuid,
note that the term sT

i∗Pkuid
:::::::

is not available to the adversary. Otherwise, if i∗ ∈ Iuid,

we observe the following identity expressing sT
i∗Pkuid as a short linear combination of∑

i∈[k]\Icorr
sT
iP and (sT

iPkuid)i for i ∈ [k] \ Icorr, i ̸= i∗:

sT
i∗Pkuid = (

∑
i∈[k]\Icorr

sT
iP)kuid −

∑
i∈[k]\Icorr:i ̸=i∗ sT

iPkuid

Similarly, (sT
iQKuid

:::::::
)uid∈U is simulatable by sT

iQ
:::

for all i ∈ [k] \ Icorr. This means that,
using noise flooding, it suffices to argue that the terms below are pseudorandom:

(sT
iPkuid

::::::
)i∈[k]\Icorr,uid∈U :i ̸=i∗ , (sT

iAi
::::

, sT
iQ

:::
)i∈[k]\Icorr ,

∑
i∈[k]\Icorr

sT
iP

:::::::::::::

Notice that si∗ only appears in the first two terms above. By the LWE assumption, we
have that sT

i∗Ai∗
:::::

, sT
i∗Q

::::
and sT

i∗P
:::

, and hence also
∑
i∈[k]\Icorr

sT
iP

:::::::::::::

, are pseudorandom. We

are left with

(sT
iPkuid

::::::
)i∈[k]\Icorr,uid∈U :i ̸=i∗ , (sT

iAi
::::

, sT
iQ

:::
)i∈[k]\Icorr:i̸=i∗

which, upon noise flooding, are efficiently simulatable from sT
iP

:::
, sT
iAi

::::
and sT

iQ
:::

for all

i ∈ [k] \ Icorr : i ̸= i∗, which are in turn all pseudorandom under the (low-norm) LWE
assumption. This concludes the analysis.
Remark 1. In Case 1 where no authority is corrupt, the term QKuid in the secret key
together with c0 in the ciphertext can be removed (QKuid replaced by 0) without affecting
correctness and security. In contrast, in Case 2 where at least one authority is corrupt,
the scheme becomes insecure without these components, due to the following attack: The

11The evasive LWE instance is such that the distribution of a preimage Uuid,i, in addition to satisfying
Ai · Uuid,i = (Pkuid | QKuid), satisfies also Ai · Uuid,i = (0 | B̂uid,i ⊗ kuid). An alternative proof
in Section A.2 lifts this additional constraint.
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adversary uses tdAi∗ of any corrupt i∗ to recover si∗ and s, which allows it to further
recover sT

iAi
::::

from (sT
i | sT)Ai

:::::::::
for all honest i /∈ Icorr. Now suppose QKuid is removed, so

that Ai ·Uuid,i = (Pkuid | 0). By querying sufficiently many preimages for each honest i,
the collection (over all uid) of the right parts of Uuid,i can be viewed as an Ajtai-trapdoor
of Ai, thus allowing the adversary to further recover si for all honest i.

In Section C we discuss stronger security notions in presence of corruption and why it
is difficulty to achieve.

2.6 Our MC-ABE
Equipped with all the above machinery, we combine the ideas in Boneh et al.’s KP-ABE
and our MA-ABE into an MC-ABE.

Construction. Let H : {0, 1}∗ → χm×χm×mℓ be a random oracle for deriving common
randomness for generating ciphertexts for a ciphertext identifier cid. Our construction can
be summarised as follows:

• pp: Bi ←$ Zn×ℓm
q , i ∈ [k], P←$ Zn×m

q , Q←$ Zn×m
q , v←$ Znq .

• apk: A←$ Zn×2m
q .

• epki: Ci ←$ Zn(m+1)×2m(m+1)
q .

• skf : uf ∈ Z2m where uf ←$ (A | Bf )−1(v).

• ctxt1: (c0, c1, . . . , ck, ĉ, c) ∈ Zkm+k(2m(m+1))+2m
q where (kcid,Kcid) := H(cid),

ĉT = sT · (A⊗ kcid)
::::::::::::

, c0 = (sT
2 | . . . | sT

k) · (Ik−1 ⊗Q)
:::::::::::::::::::::

,

cT
1 = sT · ((B1 − xT

cid,1 ⊗G)⊗ kcid)
:::::::::::::::::::::::::

, cT
i = (sT

i | sT) ·Ci
::::::::::

∀ i ∈ [2, k],

cT =
∑
i∈[2,k] sT

iP + sT · (v⊗ Im) + µgT

:::::::::::::::::::::::::::::

.

• ctxti for i > 1: Ucid,i ∈ Z2m(m+1)×(ℓm+1)
q where (kcid,Kcid) := H(cid) and

Ui ←$ C−1
i

(
Pkcid QKcid

(Bi − xT
i ⊗G)⊗ kcid

)
The decryptor computes, for all i ∈ [2, k], cT

iUcid,i to obtain

sT
iPkcid

::::::
and sT

iQKcid + sT · ((Bi − xT
cid,i ⊗G)⊗ kcid)

::::::::::::::::::::::::::::::::::

.

Summing the first term for all i ∈ [2, k] gives
∑
i∈[2,k] sT

iPkcid
:::::::::::::

, and subtracting the second

term from sT
iQ

:::
·Kcid (where sT

iQ
:::

is the i-th chunk of cT
0) gives sT · ((Bi − xT

cid,i ⊗G)⊗ kcid)
:::::::::::::::::::::::::

.

Then, concatenating the latter for all i ∈ [2, k] together with c1, the decryptor recov-
ers sT · (Bf ⊗ kcid)

::::::::::::
using homomorphic computation assuming f(xcid,1, . . . ,xcid,k) = 0.

Concatenating ĉT and sT · (Bf ⊗ kcid)
::::::::::::

yields sT · ((A | Bf )⊗ kcid)
:::::::::::::::::

to which the decryptor

multiplies uf which yields sT · (v⊗ kcid)
:::::::::::

. Finally, linearly combining the above intermedi-

ate results with cTkcid yields a short element if µ = 0, and a random-looking (hence long)
element if µ = 1.
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Security Analysis. We sketch a proof that the above scheme is very-selective secure
under the evasive LWE and tensor LWE assumptions. We use the shorthand B̂cid,i :=
Bi − xT

cid,i ⊗G.
The adversary specifies the following information: (i) Jcorr ⊂ [2, k] the set of corrupt

encryptors, (ii) F the set of functions for which the adversary requests a secret key, (iii) cid∗

the identifier of the challenge ciphertext, (iv) xcid∗,1 the first attribute associated to the
challenge ciphertext, and (v) Q the set of (cid, i) tuples for which the adversary requests a
ciphertext from encryptor i > 1 for ciphertext identifier cid associated to attribute xcid,i.
We write C for the set of all cid appearing in Q and, for each cid ∈ C, Jcid ⊆ [2, k] for the
set of encryptors from whom the adversary requests a ciphertext for ciphertext identifier
cid. In return, the adversary receives the following:

• Public information: A, (Bi)i∈[k], (Ci)i∈[2,k], P, Q, (kcid,Kcid)cid∈C , v

• Trapdoors for corrupt encryptors: (tdCj
)j∈Jcorr

• Policy secret keys:
(
(A | Bf )−1(v)

)
f∈F

• Challenge ciphertext:

sT · (A⊗ kcid∗)
::::::::::::

, (sT
2 | . . . | sT

k) · (Ik−1 ⊗Q)
:::::::::::::::::::::

, sT · (B̂cid∗,1 ⊗ kcid∗)
::::::::::::::::

,

((sT
i | sT) ·Ci

::::::::::
)i∈[2,k],

∑
i∈[2,k] sT

iP + sT · (v⊗ Im) + µgT

:::::::::::::::::::::::::::::

• Other ciphertexts: C−1
i

(
Pkcid QKcid

B̂cid,i ⊗ kcid

)
, ∀ (cid, i) ∈ Q

We want to show that the term masking µ in the challenge ciphertext is pseudorandom in
the view of the adversary. Again, we distinguish between two cases:

Case 1. Jcorr = ∅, i.e. all encryptors are honest12, Q = [2, k]×C, and f((xcid∗,i)i∈[k]) = 1
for all f ∈ F .13

Case 2. Jcorr ̸= ∅, i.e. some encryptors are corrupt, and Jcid∗ ∪ Jcorr ̸= [2, k], i.e. there
exists at least one honest encryptor j ∈ [2, k] \ Jcorr from whom the adversary
receives no ciphertext for ciphertext identifier cid∗. The discussion in Section C
applies also here.

Case 1. As in the security proof of Boneh et al.’s KP-ABE, a crucial step in this analysis
is to simulate B = (B1 | . . . | Bk) as B := AR + xT

cid∗ ⊗G, where xT
cid∗ := (xT

cid∗,1 | . . . |
xT

cid∗,k) and R ←$ χ2m×kℓm, which by the leftover hash lemma is statistically close to a
uniformly random B. This alternative way of generating B then allows to derive a gadget
trapdoor [MP12] RHB,f,xcid∗ for (A | Bf ) = (A | ARHB,f,xcid∗ + G) using which the
reduction can answer to any key query for f with f(xcid∗) = 1, without knowing any
trapdoor for A.

Another non-trivial step is that, to simulate the adversary’s input, we further assume
that the simulator is given sT(A⊗ kcid)

::::::::::
and sT(B̂cid∗,1 ⊗ kcid)

::::::::::::::
for all cid ∈ C instead of

only for cid = cid∗.
12In the formal definition, we allow encryptors not specified in the challenge ciphertext to be corrupt.
13We again assumed without loss of generality, with the same argument as in the analysis of our

MA-ABE scheme, that Jcid = [2, k] for all cid, i.e. the adversary requests ciphertexts for every cid from
every encryptor i > 1.
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With the above simulation strategy, the adversary’s input can be efficiently simulated
given the following information:

A,R, (Ci)i∈[2,k],P,Q, (kcid,Kcid)cid∈C ,v,

C−1
i

(
Pkcid QKcid

B̂cid,i ⊗ kcid

)
, ∀ i ∈ [2, k], cid ∈ C,

(sT · (A⊗ kcid)
::::::::::::

)cid∈C , (sT · (B̂cid∗,1 ⊗ kcid)
:::::::::::::::

)cid∈C ,

((sT
i | sT) ·Ci

::::::::::
)i∈[2,k],

∑
i∈[2,k] sT

iP + sT · (v⊗ Im)
:::::::::::::::::::::::

To argue that the masking term is pseudorandom, it suffices to argue that the terms in
the last two lines above are pseudorandom. From here onwards, the analysis is almost
identical to that of Case 1 of our MA-ABE scheme, with the main difference being that
we also need to take care of the additional terms (sT(A⊗ kcid)

::::::::::
)cid∈C , but which is easily

handled by the tensor LWE assumption. We leave out the rest in this overview.

Case 2. The proof for Case 2 is almost identical to that for the MA-ABE scheme, with the
main difference being Jcid ⊆ [2, k] instead of Iuid ⊆ [k], which we omit from this overview.

3 Preliminaries
Let λ ∈ N denote the security parameter, and poly(λ) and negl(λ) the set of all polynomials
and negligible functions in λ, respectively. For k, n ∈ N, k ≤ n, we write [n] for {1, . . . , n}
and [k, n] for {k, . . . , n}. If S is a set, we write x←$ S for sampling a uniformly random
element from S. If D is a distribution over S, denoted as D ∼ S, we write x ←$ D for
sampling a random element from S according to the distribution D.

We use bold capital and lower-case letters, e.g. A and b, to denote matrices and vectors,
respectively. We write · for the usual matrix product, which is sometimes omitted, and ⊗
for the tensor (i.e. Kronecker) product of matrices. The matrix tensor product satisfies the
mixed product property: For all matrices A, B, C and D of suitable dimensions, we have
(A⊗B)(C⊗D) = AC⊗BD. For x ∈ Zn, write ∥x∥ = maxni=1 |xi| for the ℓ∞-norm of x.

3.1 Discrete Gaussians
We denoted by DΛ,χ,c the discrete Gaussian distribution over a lattice Λ with param-
eter χ and center c, i.e. the distribution over Λ where for all x, it holds DΛ,χ,c(x) ∝
exp(−π

∑
i∈[m](xi − ci)2/χ2). If c = 0, it is omitted from the subscripts. With an abuse

of notation, we will also denote by χm the zero-centered discrete Gaussian distribution
over Λ = Zm with parameter χ, i.e. DZm,χ.

Lemma 1 (Derived from [MP12, Section 2.4]). For any m ∈ N, k > 0,

Pr[∥x∥ > kχ |x←$ χm ] < 2m exp(−πk2).

In particular, for m = poly(λ), it holds that

Pr[∥x∥ > λχ |x←$ χm ] = negl(λ).

Lemma 2 (Noise Flooding). Let Λ be an n-dimensional lattice. For any real χ > ω(
√

logn),
and any c ∈ Rn, it holds SD(DΛ,χ,DΛ,χ,c) ≤ ∥c∥/χ. In particular, if χ ≥ λω(1) · ∥c∥, one
has DΛ,χ ≈s DΛ,χ,c.

Lemma 3 (Extended Leftover Hash Lemma [DRS04, ABB10]). Suppose that m > (n+
1) log q + ω(logn) and that q > 2 is prime. Let R be an m× k matrix chosen uniformly
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in {−1, 1}m×k where k = k(n) is polynomial in n. Let A and B be matrices chosen
uniformly in Zn×m

q and Zn×k
q respectively. Then, for all vectors w ∈ Zmq , the distribution

(A,AR,RTw) is statistically close to the distribution (A,B,RTw).

Lemma 4 ([GPV08]). Let n and q be positive integers with q prime, and let m ≥ 2n log q.
Then for all but a 2q−n fraction of all A ∈ Zn×m

q and for any s ≥ ω(
√

logm), the
distribution of the syndrome u = Ae mod q is statistically close to uniform over Znq , where
e ∼ DZm,s.

3.2 Homomorphic Computation.
We recall the basics of homomorphic computation [GSW13, BGG+14]. There exist de-
terministic polynomial-time algorithms EvalF and EvalFX which do the following. For
n, q, ℓ ∈ N, m = n⌈log q⌉, gT := (1, 2, . . . , 2⌈log q⌉−1), and G := In ⊗ gT, there exists
β ≤ (n log q)O(d), such that for any matrix B = (B1, . . . ,Bℓ) ∈ (Zn×m)ℓ, depth-d Boolean
circuit f : {0, 1}ℓ → {0, 1}, and input x ∈ {0, 1}ℓ, the matrices

HB,f = EvalF(B, f) ∈ Zℓm×m, HB,f,x = EvalFX(B, f,x) ∈ Zℓm×m,

satisfy

∥HB,f,x∥ ≤ β, (B− xT ⊗G)HB,f,x = Bf − f(x)G mod q,

where Bf := BHB,f mod q.

3.3 Lattice Trapdoors
There exist PPT algorithms (TrapGen,SampPre), such that for appropriately chosen
n, q, χ parametrised by λ, with χ ≥ O(

√
n · log q · logn), the following properties are

satisfied [GPV08, MP12, GM18]:

• (D,R) ← TrapGen(1n, q) generates a matrix D ∈ Zn×h
q , where h = 2n⌈log q⌉, and

a trapdoor R ∈ Zh×n⌈log q⌉ such that DR = G mod q. The distribution of D is
statistically close to the uniform distribution over Zn×h

q .

• u ← SampPre(D,R,v, χ) inputs a target vector v ∈ Znq and a Gaussian parameter
χ, and samples a vector u ∈ Zh. For any D ∈ Zn×h

q ,R ∈ Zh×n⌈log q⌉
q such that

DR = G mod q and 5(s1(R)2 + 1) ≤ χ2 where s1(R) is the maximal singular value of
R (e.g. when (D,R) is output of TrapGen(1n, q)), it is guaranteed that Du = v mod q
and ∥u∥ ≤ λχ with overwhelming probability. Furthermore, for any v ∈ Znq , the
following distributions are statistically close:{

(D,u)
∣∣∣∣∣ (D,R)← TrapGen(1n, q)

u← SampPre(D,R,v, χ)

}
≈

{
(D,u)

∣∣∣∣∣ (D,R)← TrapGen(1n, q)
u←$ χm : Du = v mod q

}
.

3.4 Lattice Assumptions
Definition 1 (LWEk,n,m,q,χ,ϕ assumption). Let k, n,m, q, χ, ϕ be parametrised by λ. The
(decision) LWEk,n,m,q,χ,ϕ assumption, with k suppressed if k = 1 and ϕ suppressed if it is
the uniform distribution over Zq, states that for any PPT adversary A it holds that∣∣∣∣∣∣∣∣∣∣

Pr

b = 1

∣∣∣∣∣∣∣∣∣∣
A←$ ϕn×m

S←$ Zk×n
q , E←$ χk×m

B := SA + E mod q
b← A(A,B)

− Pr

b = 1

∣∣∣∣∣∣∣
A←$ ϕn×m

B←$ Zk×m
q

b← A(A,B)


∣∣∣∣∣∣∣∣∣∣
≤ negl(λ).
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ExpTensorLWE0
A(1λ)

A←$ Zn×ℓm
q , s←$ Zmn

q

ei ←$ χℓm
0 , ri ←$ χm

1 ∀i ∈ [Q]
bT

i := sT((A− xT
i ⊗G)⊗ ri) + eT

i mod q ∀i ∈ [Q]
return A(A, (bi,xi, ri)i∈[Q])

ExpTensorLWE1
A(1λ)

A←$ Zn×ℓm
q

ri ←$ χm
1 ∀i ∈ [Q]

bi ←$ Zℓm
q ∀i ∈ [Q]

return A(A, (bi,xi, ri)i∈[Q])

Figure 2: Experiments for tensor LWE.

The LWE problem with ϕ being uniformly over {0, 1} or the Gaussian distribution
DZm,· has been shown to be as hard as the uniform LWE problem [BLMR13].

Below we state the tensor LWE assumption as in [Wee22], and define a version of
public-coin evasive LWE assumption closely following [Wee22, WWW22].

Definition 2 (TensorLWEn,m,q,χ0,χ1,ℓ,Q assumption). Let the parameters n,m, q, χ0, χ1,
ℓ,Q be parametrised by λ, where the set Q contain x1, . . . ,xQ ∈ {0, 1}ℓ, where |Q| = Q ∈
poly(λ). The TensorLWEn,m,q,χ0,χ1,ℓ,Q assumption states that for any PPT adversary A it
holds that∣∣Pr

[
ExpTensorLWE0

A(1λ) = 1
]
− Pr

[
ExpTensorLWE1

A(1λ) = 1
]∣∣ ≤ negl(λ)

where ExpTensorLWEbA is defined in Fig. 2.

The tensor LWE assumption has been heuristically justified by that, if the LWE
matrices (A− xT

i ⊗G) were low-norm14, then it could be proven from the standard LWE
assumption. We refer to [Wee22] for the details.

Definition 3 (Public-coin EvasiveLWE assumption). Let the parameters param = (q, k, n,
m, n0,m0,S, χ, (pi, χi, ψi, σi)i∈[k]) be parametrised by λ, where S ∼ (Znq )k × Zn0

q , χ ∼
Z, χi ∼ Z, ψi ∼ Z are distributions. Let Samp be a PPT algorithm which, on input 1λ,
outputs (

Ã ∈ Zn0×m0
q , (P̃i ∈ Zn×pi

q )i∈[k], aux ∈ {0, 1}∗)
with aux containing all coin tosses used by Samp. Denote

AdvPre
A (λ) :=

∣∣Pr
[
Pre0

A(1λ) = 1
]
− Pr

[
Pre1

A(1λ) = 1
]∣∣,

AdvPost
B (λ) :=

∣∣Pr
[
Post0

B(1λ) = 1
]
− Pr

[
Post1

B(1λ) = 1
]∣∣,

where the experiments PrebA and PostbB are defined in Fig. 3. The EvasiveLWEparam
assumption states that for any PPT Samp and B there exists a PPT A such that
AdvPre

A (λ) ≥ AdvPost
B (λ)/poly(λ)− negl(λ).

In words, the evasive LWE assumption says that, if LWE w.r.t. the matrices Ã, B̃i, P̃i

jointly is hard, then LWE w.r.t. the matrices Ã, B̃i jointly is also hard even when given
short preimages B̃−1

i (P̃i) as hints. Behind is the intuition that, there seems no alternative
meaningful use of B̃−1

i (P̃i) other than multiplying which to B̃i to obtain further LWE
samples w.r.t. P̃i. Variants similar to Definition 3 have been studied in the recent work
of [BUW24] in form of the wider class of public-coin evasive LWE assumptions. Looking
ahead, in the security proofs of our MA- and MC-ABE constructions in Sections 6 and 7,
we will make use of the assumption with the following secret distributions S0, S1, S2:

14Although this cannot be true with G which is not low-norm.
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PrebA(1λ)(
Ã, (P̃i)i∈[k], aux

)
← Samp(1λ)

B̃i ← Zn×m
q , ∀i ∈ [k]

if b = 0 then
((s̃i)i∈[k], s̃)←$ S
e0 ←$ χm0 ; ei ←$ χm

i , f i ←$ ψpi
i , ∀i ∈ [k]

cT
0 := s̃TÃ + eT

0 mod q
dT

i := s̃T
iB̃i + eT

i mod q, ∀i ∈ [k]
qT

i := s̃T
iP̃i + f T

i mod q, ∀i ∈ [k]
if b = 1 then

c0 ←$ Zm0
q ; di ←$ Zm

q , ∀i ∈ [k]
qi ←$ Zpi

q , ∀i ∈ [k]

return A
(

Ã, (B̃i)i∈[k], (P̃i)i∈[k],
c0, (di)i∈[k], (qi)i∈[k],

aux
)

PostbB(1λ)(
Ã, (P̃i)i∈[k], aux

)
← Samp(1λ)

B̃i ← Zn×m
q , ∀i ∈ [k]

if b = 0 then
((s̃i)i∈[k], s̃)←$ S
e0 ←$ χm0 ; ei ←$ χm

i , ∀i ∈ [k]
cT

0 := s̃TÃ + eT
0 mod q

dT
i := s̃T

iB̃i + eT
i mod q, ∀i ∈ [k]

Ui ← Dm×pi
Z,σi

: B̃iUi = P̃i mod q, ∀i ∈ [k]

if b = 1 then
c0 ←$ Zm0

q ; di ←$ Zm
q , ∀i ∈ [k]

Ui ← Dm×pi
Z,σi

: B̃iUi = P̃i mod q, ∀i ∈ [k]

return B
(

Ã, (B̃i)i∈[k], (P̃i)i∈[k],
c0, (di)i∈[k], (Ui)i∈[k],

aux
)

Figure 3: Experiments Pre and Post for evasive LWE.

• In the non-corrupt setting (Case 1 in Section 2), we let s̃T
i = (sT

i , sT) for each i ∈ [k],
and s̃T = (sT

1, . . . , sT
k, sT) where si’s and s are the uniformly random LWE secrets in

the constructions. We call this distribution S0. This closely resembles the evasive
LWE of [WWW22], which also consists of B̃i, P̃i and Ui for multiple i’s, with the
only differences being the precise LWE secret and error distributions.15

• In the corrupt setting (Case 2 in Section 2), we let s̃T
i = (sT

i ,0T) for each non-corrupt
index i /∈ I, and s̃T = (. . . , sT

i , . . .)i/∈I . We call this distribution S1.

• We also provide an alternative (and more complicated) proof our MA-ABE in the
corrupt setting in Section A.2, where we let s̃T

i = sT
i for each non-corrupt index

i /∈ I, and again s̃T = (. . . , sT
i , . . .)i/∈I . We call this distribution S2. This version is

essentially identical to that of [WWW22], up to error distributions.

We refer to Section 1.4 for a short discussion on public- vs. private-coin evasive LWE, and
to [BUW24] for more details on existing evasive LWEs, their similarity and differences,
and known counterexamples against certain private-coin variants (not applicable to the
public-coin setting).

4 Multi-Authority/Client Attribute-based Encryption
We recall the definition of multi-authority attribute-based encryption (MA-ABE) in our
notation, and formally define multi-client attribute-based encryption (MC-ABE).

MA-ABE Let X , F , and M denote the attribute space, the policy space over X k, and
the message space respectively for some k ∈ N. An MA-ABE consists of PPT algorithms
(Setup,AuthSetup,KGen,Enc,Dec) with the following syntax:

• pp← Setup(1λ): The setup algorithm generates the public parameters pp.

15In [WWW22], the LWE secrets of B̃i and Ã are sT
i and (sT

1, . . . , sT
k) respectively, and each of the error

vectors ei, f i is restricted to have identical width for all entries.
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• (apk, ask) ← AuthSetup(pp): The authority setup algorithm generates a pair of
authority public key apk and secret key ask for an authority.

• sk ← KGen(pp, apk, ask, uid,x): The key generation algorithm generates a secret
key sk given a pair of authority public key apk and secret key ask, a user identity
uid ∈ {0, 1}∗ and an attribute x ∈ X .

• ctxt← Enc(pp, (apki)i∈[k], f, µ): The encryption algorithm encrypts a message µ ∈M
w.r.t. a tuple ofk authority master public keys (apki)i∈[k], and a policy f ∈ F .

• µ′ ← Dec(pp, (apki)i∈[k], (ski)i∈[k], ctxt): The decryption algorithm, on input a tuple
of authority master public keys (apki)i∈[k], secret keys (ski)i∈[k] and a ciphertext
ctxt, outputs a message µ′.

Definition 4 (Correctness). An MA-ABE scheme is correct if for any λ, k ∈ N, pp ∈
Setup(1λ), (apki, aski) ∈ AuthSetup(pp) for i ∈ [k], uid ∈ {0, 1}∗, µ ∈ M, (xi)i∈[k] ∈ X k,
and f ∈ F satisfying f(x1, . . . ,xk) = 0, it holds that

Pr

µ′ = µ

∣∣∣∣∣∣∣
ski ← KGen(pp, apk, ask, uid,xi) ∀i ∈ [k]
ctxt← Enc(pp, (apki)i∈[k], f, µ)
µ′ ← Dec(pp, (apki)i∈[k], (ski)i∈[k], ctxt)

 ≥ 1− negl(λ).

Definition 5 (MA-ABE Security). An MA-ABE Π is IND-CPA-secure (under selective
authority corruption, key attribute, and ciphertext policy queries), if for any PPT A,∣∣Pr

[
ExpMA0

Π,A(1λ) = 1
]
− Pr

[
ExpMA1

Π,A(1λ) = 1
]∣∣ ≤ negl(λ),

where ExpMAbΠ,A are defined in Fig. 4. Alternatively, Π is IND-CPA-secure without
missing keys if the inequality holds conditioning on the event “if bhonest_security = 1 then
bkey_missing = 0”, where bhonest_security and bkey_missing are defined in Fig. 4.16

MC-ABE Let X , F , and M denote the attribute space, the policy space over X k, and
the message space respectively for some k ∈ N. An MC-ABE consists of PPT algorithms
(Setup,AuthSetup,EKGen,KGen,Encmain,Encsub,Dec) with the following syntax:

• pp← Setup(1λ): The setup algorithm generates the public parameters pp.

• (apk, ask) ← AuthSetup(pp): The authority setup algorithm generates a pair of
authority public key apk and secret key ask for an authority.

• (epk, esk)← EKGen(pp): The encryptor key generation algorithm generates a pair of
encryptor public key epk and secret key esk for a (sub)-encryptor.

• sk← KGen(pp, ask, f): The key generation algorithm generates a secret key sk given
an authority secret key ask, and a policy f ∈ F .

• ctxt1 ← Encmain(pp, apk, (epki)i∈[2,k], cid,x1, µ): The main-encryption algorithm (for
slot 1) encrypts a message µ ∈M w.r.t. an authority master public key apk, a tuple
of encryptor master public keys (epki)i∈[2,k], a ciphertext identifier cid ∈ {0, 1}∗, and
an attribute x1 ∈ X .

• ctxti ← Encsub(pp, i, esk, cid,xi): The sub-encryption algorithm (for slot i ∈ [2, k])
inputs the slot number i, an encryptor secret key sk, a ciphertext identifier cid, and
an attribute xi, and outputs a ciphertext ctxti.

16See Remark 2 for discussion on this condition.
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ExpMAbΠ,A(1λ) N ∈ N, // number of authorities
Icorr ⊆ [N ], // authority corruption
U , (Iuid ⊆ [N ])uid∈U , (xuid,i)uid∈U,i∈Iuid , // attribute key queries
I∗ ⊆k [N ], f∗, // challenge ciphertext

← A(1λ)

pp← Setup(1λ)
for i ∈ [N ] do (apki, aski) ← AuthSetup(pp)
for uid ∈ U , i ∈ Iuid do skuid,i ← KGen(pp, apki, aski, uid,xuid,i)

(µ0, µ1)← A
(
pp, (apki)i∈[N ] , (aski)i∈Icorr

,
(
skuid,i : uid ∈ U , i ∈ Iuid

))
ctxt∗ ← Enc(pp, (apki)i∈I∗ , f∗, µb)
b′ ← A(ctxt∗)
bhonest_chal_auth := (I∗ ∩ Icorr = ∅)
bkey_missing := (∃ uid ∈ U , I∗ ̸⊆ Iuid)
bkey_missing_or_policy_reject := (∀ uid ∈ U , (I∗ ̸⊆ Iuid) ∨ (f∗(xuid,i : i ∈ I∗) ̸= 0))
bhonest_security := bhonest_chal_auth ∧ bkey_missing_or_policy_reject

bcorrupt_security := (∀ uid ∈ U , I∗ \ (Iuid ∪ Icorr) ̸= ∅)
assert bhonest_security ∨ bcorrupt_security

return b′

Figure 4: Security experiment for MA-ABE.

• µ′ ← Dec(pp, sk, (ctxti)i∈[k]): The decryption algorithm, on input a secret key sk and
a tuple of ciphertexts (ctxti)i∈[k], outputs a message µ′.

Definition 6 (Correctness). An MC-ABE scheme is correct if for any λ, k ∈ N, pp ∈
Setup(1λ), (apk, ask) ∈ AuthSetup(pp), (epki, eski) ∈ EKGen(pp) for i ∈ [k], cid ∈ {0, 1}∗,
any µ ∈ {0, 1}, f ∈ F , (xi)i∈[k] ∈ X k satisfying f(x1, . . . ,xk) = 0, it holds that

Pr

µ′ = µ

∣∣∣∣∣∣∣∣∣
sk← KGen(pp, ask, f)
ctxt1 ← Encmain(pp, apk, (epki)i∈[2,k], cid,x1, µ)
ctxti ← Encsub(pp, i, eski, cid,xi) ∀i ∈ [2, k]
µ′ ← Dec(pp, sk, (ctxti)i∈[k])

 ≥ 1− negl(λ).

Definition 7 (MC-ABE Security). An MC-ABE scheme Π is IND-CPA-secure (under
selective encryptor corruption and ciphertext attribute queries, and adaptive key policy
queries), if for any PPT A,∣∣Pr

[
ExpMC0

Π,A(1λ) = 1
]
− Pr

[
ExpMC1

Π,A(1λ) = 1
]∣∣ ≤ negl(λ),

where ExpMCbΠ,A are defined in Fig. 5. Alternatively, Π is IND-CPA-secure without missing
ciphertexts if the inequality holds conditioning on the event “if bhonest_security = 1 then
bctxt_missing = 0”, where bctxt_missing is defined in Fig. 5.

Remark 2 (On assuming no key/ciphertext missing). In the MA-ABE security experiment
(Fig. 4), suppose the flag bhonest_security is set. Then the flag bkey_missing_or_policy_reject
is set if for each uid ∈ U , any of the following is true: 1) I∗ ̸⊆ Iuid, meaning that at least
one attribute key from an authority is missing, or 2) f∗(xuid,i : i ∈ I∗) ̸= 0, meaning that
the policy f∗ rejects the attributes for user uid authorised by the authorities I∗ ⊆ Iuid. If
the first event never happens for any uid, then we have bkey_missing = 0.
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ExpMCbΠ,A(1λ) N ∈ N, // number of encryptors
Jcorr ⊆ [2, N ], // encryptor corruption
C, (Jcid = ⊎k

i=2Jcid,i ⊆ [2, N ])cid∈C , (xcid,j)cid∈C,j∈Jcid , // ciphertext queries
J ∗ = (j∗

2 , . . . , j
∗
k) ⊆k−1 [2, N ], cid∗ ∈ C, xcid∗,1, // challenge ciphertext

← A(1λ)

pp← Setup(1λ)
(apk, ask)← AuthSetup(pp)
for j ∈ [2, N ] do (epkj , eskj)← EKGen(pp)
for cid ∈ C, i ∈ [2, k], j ∈ Jcid,i do ctxtcid,i,j ← Encsub(pp, i, eskj , cid,xcid,j)

(µ0, µ1)← AKGenO
(

pp, apk,
(
epkj

)
j∈[2,N ]

, (eskj)j∈Jcorr
, (ctxtcid,i,j : cid ∈ C, i ∈ [2, k], j ∈ Jcid,i)

)
ctxt∗ ← Encmain(pp, apk, (epkj)j∈J ∗ , cid∗,xcid∗,1, µb)

b′ ← AKGenO(ctxt∗)
bhonest_chal_enc := (J ∗ ∩ Jcorr = ∅)
bctxt_missing := (∃ i ∈ [2, k], j∗

i /∈ Jcid∗,i)
bpolicy_reject := (∀ f ∈ K, f(xcid∗,1,xcid∗,j∗

2
, . . . ,xcid∗,j∗

k
) ̸= 0)

bhonest_security := bhonest_chal_enc ∧ (bctxt_missing ∨ bpolicy_reject)
bcorrupt_security := (∃ i ∈ [2, k], j∗

i /∈ Jcid∗,i ∪ Jcorr)
assert bhonest_security ∨ bcorrupt_security

return b′

KGenO(f)
if K[f ] = ⊥ then K[f ]← KGen(pp, ask, f)
return K[f ]

Figure 5: Security experiment for MC-ABE.

We show that an MA-ABE which is IND-CPA-secure without missing keys can be
generically turned into another MA-ABE which is IND-CPA-secure without such condition.
The transformation can be outlined as follows: We construct wrapped versions KGen′ and
Enc′ of the KGen and Enc algorithms respectively. On input an attribute x, KGen′ calls
KGen on x′ := (0,x), i.e. appending the attribute vector with a 0. On input a function f ,
writing x′

i = (b,xi), Enc′ calls Enc on f ′(x′
1, . . . ,x′

k) which checks if any of the bi is 1. If
so, f ′ returns 1. Else, it returns f(x1, . . . ,xk).

Since f ′((0,x1), . . . , (0,xk)) = f(x1, . . . ,xk), the wrapped scheme is functionally equiv-
alent to the base scheme. However, in a security reduction, if the flag bhonest_security is
set, but I∗ ̸⊆ Iuid for some uid, meaning that xuid,i is not specified by the adversary for
some i ∈ I∗, the reduction can pick x′

uid,i := (1,0) for the base scheme. Note that x′
uid,i

picked as such would always be rejected by any wrapped f ′. The security reduction of the
base scheme for IND-CPA-security without missing keys thus follows.

A similar discussion applies to the bctxt_missing flag of the MC-ABE security experiment
(Fig. 5) as well. In other words, an MC-ABE which is IND-CPA-secure without missing
ciphertexts can be generically turned into another MC-ABE which is IND-CPA-secure.
The only difference is that now attributes are associated to ciphertexts and policies are
associated to keys. The transformations to a policy f and an attribute x are identical to
that of the MA setting described above.
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Setup(1λ)
B1,B2 ←$ Zn×mℓ

q , v←$ Zn
q

return pp := (B1,B2,v)

AuthSetup(pp)
(A, tdA)← TrapGen(1n, q)
h := ncol(A) // A ∈ Zn×h

q

return (apk, ask) := (A, tdA)

KGen(pp, ask, f)
parse tdA ← ask
HB,f ← EvalF(B, f), Bf := B ·HB,f

td(A|Bf ) ← (tdT
A|0T)T

uf ← SampPre((A | Bf ), td(A|Bf ),v, τ)
return skf := (uf , f)

EKGen(pp)
(D, tdD)← TrapGen(1(2ℓ+2)n, q)
k := ncol(D) // D ∈ Z(2ℓ+2)n×k

q

return (epk, esk) := (D, tdD)

Encsub(pp, esk, cid,x2)
parse (D, td)← esk

parse

( D0
D2,j,b : j ∈ [ℓ], b ∈ {0, 1}

D3

)
← D

Dx2 :=

( D0
D2,j,x2,j : j ∈ [ℓ]

D3

)

H(epk, cid,x2) :=

(
H(epk, cid, 0)

H(epk, cid, 2, j, x2,j) : j ∈ [ℓ]
H(epk, cid, 3)

)
tepk,cid,x2 ← SampPre(Dx2 , td, H(epk, cid,x2), σ)
return ctxt2 := (tepk,cid,x2 ,x2)

Figure 6: Description of 2C-ABE construction Π2C, except for Encmain and Dec algorithms.

Table 3: Parameters and shorthands for 2C-ABE (Section 5).

n ∈ N Number of rows of A, Bi,j , and D0, D2,j,b, D3, and G

m ∈ N n⌈log q⌉ Number of columns of Bi,j and G

h ∈ N 2m > (n + 1) log q + ω(logn) Number of columns of A

k ∈ N 4(ℓ + 1)m ≥ n(2ℓ + 2) log q Number of columns of D

β ≥ kℓλ3στ(χ + χ̂ + χ̃)mO(d) Correctness bound

q ≥ λω(1)β Modulus

ℓ Attribute length per encryptor

χ poly(λ) Gaussian parameter of E0 and e3

χ̂ ≥ λω(1)λmχ Gaussian parameter of E1,j ,E2,j,b, Ê2,j,b, Ê0, and ê3

χ̃ ≥ λω(1)λ2τχ̂k Gaussian parameter of ẽ2,j,b, ẽ0, and ẽ3

τ ≥ ℓh3mO(d) Parameter of KGen algorithm

σ ≥ ω(
√

log k) Parameter of Enc2 algorithm

5 2C-ABE
We construct a 2C-ABE adapting the construction of [AYY22]. We recall that in this
setting there exists a single authority and a public encryptor 1, the latter specifies (the
public key of) a single encryptor 2 in its ciphertext. Decryption succeeds if the attributes
from encryptors 1 and 2 jointly satisfy the function specified by (the secret key handed
out by) the authority.

Construction. The construction Π2C is described in Figures 6 to 8, with parameters
specified in Table 3. Our construction can support polynomial-size circuits with any depth
d = d(λ) = poly(λ). Formally, it supports attribute space X = {0, 1}ℓ, ℓ = ℓ(λ) = poly(λ),
and any circuit class F that is subclass of ℓ-input poly(λ)-size circuits of depth at most d.



Valerio Cini, Russell W. F. Lai, Ivy K. Y. Woo 25

Encmain(pp, apk, epk, cid,x1, µ)
parse (B1,B2,v)← pp, (A,D)← (apk, epk)

parse

( D0
D2,j,b : j ∈ [ℓ], b ∈ {0, 1}

D3

)
← D;

(
B1,j : j ∈ [ℓ]

)
← B1;

(
B2,j : j ∈ [ℓ]

)
← B2

S←$ Zk×n
q ; E0 ←$ χk×h; e3 ←$ χk; Ŝ0 ←$ Zh×n

q ; Ê0 ←$ χ̂k×h

ẽ0 ←$ χ̃h; ŝ3 ←$ Zn
q ; ê3 ←$ χ̂k; ẽ3 ←$ χ̃

for j ∈ [ℓ], b ∈ {0, 1} do

E1,j ←$ χ̂k×m; E2,j,b ←$ χ̂k×m; Ŝ2,j,b ←$ Zm×n
q ; Ê2,j,b ←$ χ̂m×k; ẽ2,j,b ←$ χ̃m

C0 := SA + E0 mod q, Ĉ0 := Ŝ0D0 + Ê0 mod q, C̄0 := ĈT
0 + C0 mod q

c̃0 := Ŝ0H(epk, cid, 0) + ẽ0 mod q, c3 := Sv + e3 + gµ mod q, ĉT
3 := ŝT

3D3 + êT
3 mod q

c̄3 := ĉ3 + c3 mod q, c̃3 := ŝT
3H(epk, cid, 3) + ẽ3 mod q

for i ∈ [ℓ] do
C1,j := S(B1,j − x1,jG) + E1,j mod q

for i ∈ [ℓ], b ∈ {0, 1} do

C2,j,b := S(B2,j − bG) + E2,j,b mod q, Ĉ2,j,b := Ŝ2,j,bD2,j,b + Ê2,j,b mod q

C̄2,j,b := ĈT
2,j,b + C2,j,b mod q, c̃2,j,b := Ŝ2,j,bH(epk, cid, 2, j, b) + ẽ2,j,b mod q

ctxt1 :=
(

C̄0, (C1,j)j∈[ℓ], (C̄2,j,b)j∈[ℓ],b∈{0,1}, c̄3,
c̃0, x1, (c̃2,j,b)j∈[ℓ],b∈{0,1}, c̃3

)
return ctxt1

Figure 7: Description of Encmain algorithm of the 2C-ABE construction Π2C.

Theorem 1 (Correctness). For parameters as in Table 3, Π2C is correct.

Proof. To analyse correctness, first observe the following facts. One has:

tT
epk,cid,x2

C̄0 = tT
epk,cid,x2

(DT
0ŜT

0 + ÊT
0 + SA + E0) ≈ H(epk, cid, 0)TŜT

0 + tT
epk,cid,x2

SA,

tT
epk,cid,x2

C1,j = tT
epk,cid,x2

(S(B1,j − x1,jG) + E1,j) ≈ tT
epk,cid,x2

S(B1,j − x1,jG),

tT
epk,cid,x2

C̄2,j,x2,j = tT
epk,cid,x2

(DT
2,j,x2,j

ŜT
2,j,x2,j

+ ÊT
2,j,x2,j

+ S(B2,j − x2,jG) + E2,j,x2,j )

≈ H(epk, cid, 2, j, x2,j)TŜT
2,j,x2,j

+ tT
epk,cid,x2

S(B2,j − x2,jG),

tT
epk,cid,x2

c̄ = tT
epk,cid,x2

(DT
3ŝ3 + ê3 + Sv + e3 + gµ)

≈ H(epk, cid, 3)Tŝ3 + tT
epk,cid,x2

(Sv + gµ),

with approximations errors given by

tT
epk,cid,x2

(ÊT
0 + E0), tT

epk,cid,x2
E1,j ,

tT
epk,cid,x2

(ÊT
2,j,x2,j

+ E2,j,x2,j
), tT

epk,cid,x2
(ê3 + e3)

respectively. It follows that

tT
epk,cid,x2

C̄0 − c̃0 ≈ H(epk, cid, 0)TŜT
0 + tT

epk,cid,x2
SA− (H(epk, cid, 0)TŜT

0 + ẽT
0)

≈ tT
epk,cid,x2

SA,



26 Lattice-based Multi-Authority/Client ABE for Circuits

Dec(pp, skf , (ctxtj)j∈[2])
parse (B1,B2,v)← pp, (uf = (uT

f,0 | uT
f,1)T, f)← skf

parse
(

C̄0, (C1,j)j∈[ℓ], (C̄2,j,b)j∈[ℓ],b∈{0,1}, c̄3,
c̃0, x1 (c̃2,j,b)j∈[ℓ],b∈{0,1}, c̃3

)
← ctxt1

parse (tepk,cid,x2 ,x2)← ctxt2

B := (B1 | B2), xT := (xT
1 | xT

2)
HB,f,x ← EvalFX(B, f,x)
C1 := (C1,1 | . . . | C1,ℓ)
C̄2 := (C̄2,1,x2,1 | . . . | C̄2,ℓ,x2,ℓ )
c̃T

2 := (c̃T
2,1,x2,1 | . . . | c̃

T
2,ℓ,x2,ℓ

)

cT
0 := tT

epk,cid,x2 C̄0 − c̃T
0 mod q

cT
1 := tT

epk,cid,x2 C1 mod q
cT

2 := tT
epk,cid,x2 C̄2 − c̃T

2 mod q
c3 := tT

epk,cid,x2 c̄3 − c̃3 mod q

z :=
(
cT

0 |
(
(cT

1 | cT
2)HB,f,x

))
uf mod q

y := c3 − z mod q
return (|y| ≥ β)

Figure 8: Description of Dec algorithm of the 2C-ABE construction Π2C.

tT
cid,id,x2

C̄2,j,x2,j
− c̃2,j,x2,j

≈ H(epk, cid, 2, j, x2,j)TŜT
2,j,x2,j

+ tT
epk,cid,x2

S(B2,j − x2,jG)

− (H(epk, cid, 2, j, x2,j)TŜT
2,j,x2,j

+ ẽT
2,j,x2,j

)
≈ tT

epk,cid,x2
S(B2,j − x2,jG),

tT
epk,cid,x2

c̄− c̃3 ≈ H(epk, cid, 3)Tŝ3 + tT
epk,cid,x2

(Sv + gµ)
− (H(epk, cid, 3)Tŝ3 + ẽ3)

≈ tT
epk,cid,x2

(Sv + gµ),

with approximations errors given by

tT
epk,cid,x2

(Ê0 + E0)− ẽT
0, tT

epk,cid,x2
(Ê2,j,x2,j

+ E2,j,x2,j
)− ẽT

2,j,x2,j
, tT

epk,cid,x2
(ê3 + e3)− ẽ3.

respectively.
Let c0, c1, c2, c3, and z = (cT

0 | ((cT
1 | cT

2)HB,f,x)) uf mod q be as computed in the
decryption algorithm. Parse uT

f = (uT
f,0 | uT

f,1) and note that ∥uf∥ ≤ τλ with overwhelming
probability. Write

ēT
0 := tT

epk,cid,x2
(Ê0 + E0)− ẽT

0,

ēT
1 := tT

epk,cid,x2
(E1,1 | . . . | E1,1),

ēT
2 := tT

epk,cid,x2
(Ê2,1,x2,1 + E2,1,x2,1 | . . . | Ê2,ℓ,x2,ℓ

+ E2,ℓ,x2,ℓ
)− (ẽT

2,1,x2,1
| . . . | ẽT

2,ℓ,x2,ℓ
),

ē3 := tT
epk,cid,x2

(ê3 + e3)− ẽ3

and note that ∥ēi∥ ≤ kλ2σ(χ+ χ̂+ χ̃) for i ∈ [0, 3] with overwhelming probability. We
have c3 ≈ tT

epk,cid,x2
(Sv + gµ), z ≈ tT

epk,cid,x2
Sv and hence c3 − z ≈ tT

epk,cid,x2
gµ with

approximation error given by

e := ē3 − ēT
0uf,0 − (ē1 | ē2)THB,f,xuf,1
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where |e| ≤ kℓλ3στ(χ+ χ̂+ χ̃)mO(d) < β with overwhelming probability. This means that
decryption is correct with overwhelming probability when µ = 0.

When µ = 1, we have
∥∥tT

epk,cid,x2
gµ
∥∥ > 2β with overwhelming probability since

q ≥ λω(1)β. This completes the proof.

Theorem 2 (Security). For parameters as in Table 3, Π2C is IND-CPA-secure without
missing ciphertexts (c.f. Definition 7) assuming LWEm,n,k+1,χ̂,q and LWEk,n,m+1,χ,q in the
random oracle model.

Proof. Let Jcorr, C, (Jcid = ⊎ki=2Jcid,i ⊆ [2, N ])cid∈C , (xcid,j)cid∈C,j∈Jcid ,J ∗ = (j∗
2) ∈

[2, N ], cid∗,xcid∗,1 be the adversary’s output. Since we are proving IND-CPA-security
without missing ciphertexts, we can assume that if bhonest_security = 1, then bctxt_missing =
0. Also, w.l.o.g. we can assume bcorrupt_security = 0, because encryptor j∗

2 cannot be
corrupt by definition when k = 2. Parse xcid∗,j∗

2
from (xcid,j)cid∈C,j∈Jcid and set x∗ =

(x∗
1,x∗

2) := (xcid∗,1,xcid∗,j∗
2
). Consider the following sequence of hybrids:

• H0: This is the real security experiment encrypting µb.

• H1: This is the same as H0, except for the following modification to how tepkj ,cid,xcid,j
is

generated for each ciphertext query (pp, 2, eskj , cid,xcid,j) to Encsub:

– Sample a random Gaussian tepkj ,cid,xcid,j
← DZk,σ,

– Set

H(epkj , cid, 0) := D0tepkj ,cid,xcid,j
,

H(epkj , cid, 2, h, xcid,j,h) := D2,h,xcid,j,h
tepkj ,cid,xcid,j

∀h ∈ [ℓ],
H(epkj , cid, 3) := D3tepkj ,cid,xcid,j

.

Using that k ≥ n(2ℓ + 2) log q and σ ≥ ω(
√

log k), by Lemma 4 we conclude that
H0 ≈s H1. Notice that the experiment does not use tdC any more.

• H2: This is the same as H1, except for the following modification to D in epk:

– sample D←$ Zn(2ℓ+2)×k
q instead of (D, tdD)←$ TrapGen(1n(2ℓ+2)), q)

By the property of TrapGen algorithm (Section 3.3), the distribution of D is statistically
indistinguishable between H2 and H1. Therefore, H1 ≈s H2.

• H3 = H4,0: This is the same as H2, except for the following modification to how c̃0,
c̃2,h,xcid∗,j∗

2 ,h
∀h ∈ [ℓ], and c̃3 for the challenge ciphertext are generated:

– Sample ẽ2,h,xcid∗,j∗
2 ,h
←$ χ̃m for h ∈ [ℓ], ẽ0 ←$ χ̃h, and ẽ3 ←$ χ̃

– Set

c̃T
0 := tT

epkj∗
2
,cid∗,xcid∗,j∗

2
(C̄T

0 −C0) + ẽT
0, c̃3 := tT

epkj∗
2
,cid∗,xcid∗,j∗

2
(c̄3 − c3) + ẽ3,

and for j ∈ [ℓ]

c̃T
2,j,xcid∗,j∗

2
:= tT

epkj∗
2
,cid∗,xcid∗,j∗

2
(C̄T

2,h,xcid∗,j∗
2 ,h
−C2,h,xcid∗,j∗

2 ,h
) + ẽ2,h,xcid∗,j∗

2 ,h
.

Observe that

c̃2,h,xcid∗,j∗
2 ,h
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=tT
epkj∗

2
,cid∗,xcid∗,j∗

2

(
ĈT

2,h,xcid∗,j∗
2 ,h
−C2,h,xcid∗,j∗

2 ,h

)
+ ẽT

2,h,xcid∗,j∗
2 ,h

=tT
epkj∗

2
,cid∗,xcid∗,j∗

2

(
DT

2,h,xcid∗,j∗
2 ,h

ŜT
h,xcid∗,j∗

2 ,h
+ ÊT

2,h,xcid∗,j∗
2 ,h

)
+ ẽT

2,h,xcid∗,j∗
2 ,h

=tT
epkj∗

2
,cid∗,xcid∗,j∗

2
DT

2,h,xcid∗,j∗
2 ,h

ŜT
h,xcid∗,j∗

2 ,h
+ tT

epkj∗
2
,cid∗,xcid∗,j∗

2
ÊT

2,h,xcid∗,j∗
2 ,h

+ ẽT
2,h,xcid∗,j∗

2 ,h

=H(epk, cid∗, h, xcid∗,j∗
2 ,h

)TŜT
h,xcid∗,j∗

2 ,h
+ tT

epkj∗
2
,cid∗,xcid∗,j∗

2
ÊT

2,h,xcid∗,j∗
2 ,h

+ ẽT
2,h,xcid∗,j∗

2 ,h
.

By noise flooding, we have that the distribution of c̃2,j,x∗
2,j

in H1 and H2 are statistically

close, as long as χ̃ ≥ λω(1)λ2τ χ̂k ≥ λω(1)
∥∥∥∥tT

epkj∗
2
,cid∗,xcid∗,j∗

2
ÊT

2,h,xcid∗,j∗
2 ,h

∥∥∥∥. Identical
reasoning applies to the distributions of c̃0 and c̃3. We conclude that H2 ≈s H3.

• H4,h for h ∈ [ℓ]: This is the same as H4,h−1, except for the following modification to
c̃2,h,1−xcid∗,j∗

2 ,h
in the challenge ciphertext:

– sample ē2,h,1−xcid∗,j∗
2 ,h
←$ χ̂m,

– set c̃T
2,h,1−xcid∗,j∗

2 ,h
as

H(epkj∗
2
, cid∗, 2, h, 1− xcid∗,j∗

2 ,h
)TŜT

h,1−xcid∗,j∗
2 ,h

+ ēT
2,h,1−xcid∗,j∗

2 ,h
+ ẽT

2,h,1−xcid∗,j∗
2 ,h
.

By noise flooding, we have that the distribution of c̃2,h,1−xcid∗,j∗
2 ,h

in H4,h−1 and H4,h

are statistically close, as long as χ̃ ≥ λω(1)λχ̂ ≥ λω(1)
∥∥∥ē2,h,1−xcid∗,j∗

2 ,h

∥∥∥.

• H5,h for h ∈ [ℓ]: This is the same as H5,h−1, except for the following modification to
Ĉ2,h,1−xcid∗,j∗

2 ,h
and c̃2,h,1−xcid∗,j∗

2 ,h
in the challenge ciphertext:

– sample ẽ2,h,1−xcid∗,j∗
2 ,h
←$ χ̃m

– sample C̄2,h,1−xcid∗,j∗
2 ,h
←$ Zk×m

q , c̃2,h,1−xcid∗,j∗
2 ,h
←$ Zmq .

– output Ĉ2,h,1−xcid∗,j∗
2 ,h

and c̃2,h,1−xcid∗,j∗
2 ,h

+ ẽ2,h,1−xcid∗,j∗
2 ,h

.

To show that H5,h−1 ≈c H5,h, one reduces to LWEm,n,k+1,χ̂,q. In particular, the reduction
works as follows:

– it parses M = [M0 |m1] ∈ Zn×k
q × Znq and N = [N0 | n1] ∈ Zm×k

q × Zmq from the
LWEm,n,k+1,χ̂,q instance

– produces the components of(
C̄0, (C1,h)h∈[ℓ], (C̄2,h,b)h∈[ℓ],b∈{0,1}, c̄3,
c̃0, x1 (c̃2,h,b)h∈[ℓ],b∈{0,1}, c̃3

)
,

except C̄2,h,1−xcid∗,j∗
2 ,h

and c̃2,h,1−xcid∗,j∗
2 ,h

as before

– it samples ẽ2,h,1−xcid∗,j∗
2 ,h
←$ χ̃m

– it sets

Ch,1−xcid∗,j∗
2 ,h

:= M0, H(epkj∗
2
, cid, 2, h, 1− xcid∗,j∗

2 ,h
) := m1,

Ĉ2,h,1−xcid∗,j∗
2 ,h

:= NT
0 + C2,h,1−xcid∗,j∗

2 ,h
, c̃2,h,1−xcid∗,j∗

2 ,h
:= nT

1 + ẽ2,h,1−xcid∗,j∗
2 ,h
.

Observe that
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– if (M,N) is a structured LWEm,n,k+1,χ̂,q instance, the view of the adversary A is
identical to H5,h−1;

– if (M,N) is a uniform random instance, the view of A is identical to H5,h.

We conclude that H5,h−1 ≈c H5,h for all h ∈ [ℓ].

• H6: This is the same as H5,ℓ, except for the following modification to how (Bi)i∈[2] =
(Bi,1, . . . ,Bi,ℓ)i∈[2] is generated:

– Sample Ri = [Ri,1 | · · · | Ri,ℓ]←$ {−1, 1}(h×m)ℓ for i ∈ [2]
– Output Bi := ARi + (x∗

i )T ⊗G mod q for i ∈ [2].

More compactly, we have that

B = [B1 | B2] = A [R1 | R2]︸ ︷︷ ︸
=:R

+(x∗)T ⊗G mod q.

Since h ≥ (n+1) log q+ω(logn), indistinguishability (H5,ℓ ≈s H6) follows from Lemma 3.

• H7: This is the same as H6, except for the following modification to KGen queries:

– recall that (B − xT ⊗ G)HB,f,x = Bf − f(x)G mod q, which holds for any
x ∈ {0, 1}2ℓ and that a valid adversary can only make KGen queries for functions
f for which f(x∗) = 1. Using these facts, one has that

[A | Bf ] = [A | (B− (x∗)T ⊗G)HB,f,x∗ + f(x∗)G]
= [A | (A[R1 | R2] + (x∗)T ⊗G− (x∗)T ⊗G)HB,f,x∗ + f(x∗)G]
= [A | A [R1 | R2]HB,f,x∗︸ ︷︷ ︸

Rf

+G]

= [A | ARf + G] mod q.

– compute Tf =
[
−Rf

I

]
and observe that [A | Bf ]T = G mod q.

– compute
uf ← SampPre([A | Bf ],Tf ,u, τ),

to answer KGen queries. This works as long as τ ≥ ℓh3mO(d) ≥ O(h2∥Rf∥).
Therefore, since τ satisfies such constraint by our choice of parameters, we have
that H6 ≈s H7. Notice that the reduction does not use tdA anymore.

• H8: This is the same as H7, except for the following modification to A in pp:

– sample A←$ Zn×m
q instead of (A, tdA)←$ TrapGen(1n, q)

By the property of TrapGen algorithm (Section 3.3), the distribution of A is statistically
indistinguishable between H7 and H8. Therefore, H7 ≈s H8.

• H9: This is the same as H8, except (C1,h)h∈[ℓ], (C2,h,xcid∗,j∗
2 ,h

)h∈[ℓ] in the challenge
ciphertext are changed as follows:

– compute C0 and c as before,
– sample E1,h ←$ χ̂k×m, E2,h,xcid∗,j∗

2 ,h
←$ χ̂k×m for all h ∈ [ℓ],

– set C1,h := C0R1,h + E1,h, cth,xcid∗,j∗
2 ,h

:= C0R2,h + E2,h,xcid∗,j∗
2 ,h
, for all h ∈ [ℓ].
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By noise flooding, we have that the distribution of (C1,h)h∈[ℓ], (ct1,h,xcid∗,j∗
2 ,h

)h∈[ℓ] in H8

and H9 are statistically close, as long as χ̂ ≥ λω(1)λmχ ≥ λω(1)∥E0Ri,h∥, for i ∈ [2].

• H10: This is the same as H9, except for the following modification to C0, and c3 in the
challenge ciphertext:

– sample C0 ←$ Zk×h
q , c←$ Zkq .

To show that H9 ≈c H10, one reduced to LWEk,n,m+1,χ,q. In particular, the reduction
works as follows:

– it parses M = [M0 |m1] ∈ Zn×m
q × Znq and N = [N0 | n1] ∈ Zk×m

q × Zkq obtained
from the LWEk,n,m+1,χ,q instance,

– it sets A := M0 and u := m1 in pp,
– it sets C0 := N0 and c3 := n1.

Observe that

– if (M,N) is a structured LWEk,n,m+1,χ,q instance, the view of the adversary A is
identical to H9;

– if (M,N) is a uniform random instance, the view of A is identical to H10.

We conclude that H9 ≈c H10.

Since the message µb and the challenge bit b are perfectly hidden in H10, this concludes
the proof.

Remark 3. We believe it is possible to remove the random oracle in the above construction.
The strategy inspired by the lattice-based IBE literature would be the following:

• We add a uniform random matrix to epk, say F.

• In Encmain, the encryption component Ĉ2,j,b is produced by encrypting [D|F +
H(cid)G]2,j,b (i.e., the (j,b)-th block row of [D|F +H(cid)G]), where H denote some
appropriate function mapping cid’s to matrices.

• Encsub produces the ciphertext for (cid,x2) by sampling a preimage with respect to
the matrix [D|F + H(cid)G]x2 (i.e., selecting the block-rows of [D|F + H(cid)G]
that corresponds to the bits of the attribute x2). This is done by sampling D with a
corresponding trapdoor, and using such a trapdoor.

• In the security proof, we would sample a random short matrix R and set F =
D ·R−Hcid∗,x2G, where Hcid∗,x2 is a matrix such that the block-rows corresponding
to 1− x2 are zeros so that we can rely on LWE to prove pseudorandomness of the
corresponding Ĉ components, whereas the block-rows corresponding to x2 form
a full-rank matrix, so that the sampling algorithm can still be run (using R as
trapdoor) to produce the challenge ciphertext component associated to Encsub.

A property required from the function H is that any subset of rows of H(cid)−H(cid′)
form a primitive matrix for cid ̸= cid′. Such functions exist in the literature (e.g., [ABB10,
Section 5]).

6 MA-ABE
We construct an MA-ABE scheme based on the techniques from [Wee22] on CP-ABE.
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Setup(1λ)
P←$ Zn×m

q , Q←$ Zn×m
q , u←$ χm

(0)

return pp := (P,Q,u)

KGen(pp, apk, ask, uid,x)
parse ((A,B), tdA)← (apk, ask)
(kuid,Kuid) := H(uid)

M :=
(

Pkuid QKuid
(B− xT ⊗G)⊗ kuid

)
mod q

U← SampPre (A, tdA,M, τ)
return sk := (U,x,kuid,Kuid)

Enc(pp, (apk)i∈[k], f, µ)
parse (Ai,Bi)i∈[k] ← (apki)i∈[k]

B := (B1 | . . . | Bk)
HB,f ← EvalF(B, f), Bf := BHB,f

s←$ Znm
q , e0 ←$ χkm

(1) , e←$ χm
(1)

si ←$ Zn
q , ei ←$ χ

2m(m+1)
(1) , ∀i ∈ [k]

cT
i := (sT

i | sT)Ai + eT
i mod q, ∀i ∈ [k]

cT
0 := (sT

1 | . . . | sT
k)(Ik ⊗Q) + eT

0 mod q
cT :=

∑
i∈[k] sT

iP + sT(Bf u⊗ Im) + eT + µgT mod q

return ctxt := (c, c0, c1, . . . , ck)

AuthSetup(pp)
(A, tdA)← TrapGen(1n(m+1), q), B←$ Zn×mℓ

q

// A ∈ Zn(m+1)×2m(m+1)
q

return (apk, ask) := ((A,B), tdA)

Dec(pp, (apki)i∈[k], (ski)i∈[k], ctxt)
for i ∈ [k] do

parse (Ai,Bi)← apki

parse (Ui,xi,kuid,Kuid)← ski

parse (c, c0, c1, . . . , ck)← ctxt
(cT

0,1 | ... | cT
0,k) := cT

0

B := (B1 | . . . | Bk)
xT := (xT

1 | . . . | xT
k)

HB,f,x ← EvalFX(B, f,x)
for i ∈ [k] do

(di,0 | dT
i,1) := cT

iUi mod q
dT

i,2 := dT
i,1 − cT

0,iKuid mod q
z0 :=

∑
i∈[k] di,0 mod q

z1 := (dT
i,1 | . . . | dT

i,k)HB,f,xu mod q
z2 := cTkuid mod q
y := z2 − z1 − z0 mod q
return (|y| ≥ β0)

Figure 9: MA-ABE construction ΠMA.

Construction. Let H : {0, 1}∗ → χm(1) × χ
m×mℓ
(1) be a random oracle.17 In Fig. 9 is our

MA-ABE construction ΠMA for polynomial-size circuits with any depth d = d(λ) = poly(λ).
It supports attribute space X = {0, 1}ℓ, ℓ = ℓ(λ) = poly(λ), and the class F of ℓ-input
poly(λ)-size circuits of depth at most d.

Theorem 3 (Correctness). For parameters as in Table 4, ΠMA is correct.

Proof. For each of the i-th secret key the decryptor computes

(di,0 | dT
i,1) = cT

iUi mod q
≈ (sT

iPkuid | sT
iQKuid + sT((Bi − xT

i ⊗G)⊗ kuid)) mod q

with approximation error eT
i ·Ui. Let Ui = (ui,0 | Ui,1), then

dT
i,2 = dT

i,1 − cT
0,iKuid mod q

= sT
iQKuid + sT((Bi − xT

i ⊗G)⊗ kuid) + eT
iUi,1 − (sT

iQ + eT
0)Kuid mod q

≈ sT((Bi − xT
i ⊗G)⊗ kuid) mod q

with approximation error eT
iUi,1 + eT

0Kuid. We have z0 ≈
∑
i∈[k] sT

iPkuid mod q, with
approximation error

∑
i∈[k] eT

i · ui,0,

z1 = (dT
1,2 | . . . | dT

k,2) ·HB,f,xu mod q
=
(
sT((B− xT ⊗G)⊗ kuid) + (eT

1U1,1 + eT
0Kuid | . . . | eT

kUk,1 + eT
0Kuid)

)
17We refer to Remark 4 for a short discussion on how the random oracle can plausibly be removed.



32 Lattice-based Multi-Authority/Client ABE for Circuits

Table 4: Parameters and shorthands for MA-ABE scheme (Section 6).

n ∈ N Parameter for matrix dimension

m ∈ N = n⌈log q⌉ Parameter for matrix dimension

ℓ ∈ N Attribute length per authority

k ∈ N Number of authorities

β0 ≥ poly(λ,m)χ2
(1)(kτ + 2ℓmO(d)χ(0)) Correctness bound

q ≥ λω(1) · β0 Modulus

τ Parameter of KGen algorithm

χ(1) ≥ O(λ) Gaussian width of u, kuid, Kuid, e, e0 = (ei,Q)i, (ei)i∈[k],
and of ẽuid,i,P in proofs

χ(2) ≥ λω(1) · χ2
(1) Gaussian width of euid,i,B , euid,i,P , euid,i,Q in proofs

χ(3) ≥ λω(1) · χ(2) · mO(d) Gaussian width of ei∗,uid,P in proofs

I, z z := |[k] \ I| Set I of corrupt authorities in proofs

param0 (q, k, n(m+ 1), 2m(m+ 1), (k+m)n, (k+
1)m,S0, χ(1), (poly(λ), χ(1), ψi, τ)i∈[k])
where ψ1 = χ(3), ψi = χ(2), i ̸= 1

Evasive LWE parameter

param1 (q, z, n(m + 1), 2m(m + 1), zn, (z +
1)m,S1, χ(1), (poly(λ), χ(1), ψi, τ)i∈[z])
where ψi∗ = χ(3), ψi = χ(2), i ̸= i∗

Evasive LWE parameter

·HB,f,xu mod q
≈ (sT((B− xT ⊗G)⊗ kuid)) · (HB,f,x ⊗ 1)u mod q
= sT · ((Bf − f(x)︸︷︷︸

=0

G)u⊗ kuid) mod q

= sT(Bf ⊗ kuid) mod q,

with approximation error ((eT
1U1,1 | . . . | eT

kUk,1) + eT
0(Ik ⊗Kuid)) ·HB,f,xu,

z2 = cTkuid =

∑
i∈[k]

sT
iP + sT(Bfu⊗ Im) + eT + µgT

 · kuid

≈
∑
i∈[k]

sT
iPkuid + sT(Bfu⊗ kuid) + µgTkuid

with approximation error eTkuid. Therefore

y ≈
∑
i∈[k]

sT
iPkuid + sT(Bfu⊗ kuid) + µgTkuid −

∑
i∈[k]

sT
iPkuid − sT(Bfu⊗ kuid) = µgTkuid mod q,

where the error term involved in y is given by

eTkuid +
∑
i∈[k]

eT
i · ui,0 +

(
(eT

1U1,1 | . . . | eT
kUk,1) + eT

0(Ik ⊗Kuid)
)

HB,f,xu

and whose norm is upper-bounded by

β0 ≥ poly(λ,m) · (χ(1) · χ(1) + k · χ(1) · τ + χ(1) · ℓ ·mO(d) · χ(0)+χ2
(1) ·m

O(d) · χ(0)).

Since kuid is random short, gTkuid is statistically close to uniform over Zq, and correctness
follows as long as q ≥ β0λ

ω(1).
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6.1 Security
We present the security proof for the MA-ABE construction. W.l.o.g. we assume the
adversary only queries keys from authorities i ∈ [k] which are associated to the challenge
ciphertext. We recall some notation: We let U be the set of all uid every queried by an
adversary, and Iuid ⊆ [k] be the set of authorities from whom the adversary requests a
secret key for user uid.

We will also use the following notation: We let Ai =
(

Ai

Ai

)
where Ai ∈ Zn×2m(m+1)

q

and Ai ∈ Znm×2m(m+1)
q are the “top part” and “bottom part” of Ai respectively. For

ease of exposition, for any matrices A and B we abuse notation and write A−1(B) for
an element in the domain A−1(B) output by SampPre(tdA,B). We use the shorthand
B̂uid,i = Bi − xT

uid,i ⊗G for any query xuid,i on the i-th authority associated to uid.

Theorem 4 (Security). For parameters as in Table 4, ΠMA is IND-CPA-secure without
missing keys (Definition 5) assuming

LWEn,2m(m+2),q,χ(1) , LWEm,poly(n),q,χ(2),χ(1) ,

TensorLWEn,km+1,q,χ(2),χ(1),ℓ,Q, EvasiveLWEparam0 and EvasiveLWEparam1

in the (non-programmable) random oracle model.

Proof. Recall that in the experiment in Fig. 4, (at least) one of the two cases below holds:

(1) bhonest_security = 1, that is, all authorities i ∈ [k] involved in the challenge ciphertext
ctxt∗ are not corrupt by the adversary, and f∗(xuid,1, . . . ,xuid,k) = 1 for all uid ∈ U .
In this case, due to Remark 2, it suffices to consider the case where the adversary
queries all k authorities for secret keys for all uid, so that Iuid = [k] for all uid.

(2) bcorrupt_security = 1, that is, for all uid ∈ U there exists an honest authority i ∈ [k]
such that a key skuid,i from i has not been queried.

Below we focus on that Case (1) happens. That of Case (2) is analogous, we defer repeating
the very similar arguments to Section A.1.

We define the following sequence of hybrids18:

• Hyb(h)
b,0 : This is the real security experiment for the scheme in Fig. 9, encrypting µb,

and conditioned on that bhonest_security = 1.
Recall that in this hybrid the adversary is given the following:

(Bi)i∈[k] , (Ai)i∈[k] ,P,Q, (kuid,Kuid)uid∈U ,u

Uuid,i = A−1
i

(
Pkuid QKuid

B̂uid,i ⊗ kuid

)
∀i ∈ [k], uid ∈ U

cT
i = (sT

i | sT)Ai + eT
i ∀i ∈ [k]

cT
0 = (sT

1 | . . . | sT
k)(Ik ⊗Q) + eT

0

cT =
∑
i∈[k]

sT
iP + sT(Bfu⊗ Im) + eT + µgT

where all terms are sampled according to the distribution as in the scheme. We
recall each Uuid,i is sampled with tdAi

. Below we write cT
0 = (cT

1,Q | . . . | cT
k,Q) where

cT
i,Q = sT

iQ + eT
i,Q.

18We use the superscript (h) to identify Case (1) honest authorities. In the continued proof we use (c)
to identify Case (2) corrupt authorities.
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• Hyb(h)
b,1 : Same as Hyb(h)

b,0 , except that for all i ∈ [k], Ai is sampled uniformly randomly
and all (entries of the) corresponding preimages Uuid,i are sampled (inefficiently)
from the Gaussian distribution with parameter τ , subject to

AiUuid,i =
(

Pkuid QKuid
B̂uid,i ⊗ kuid

)
.

We have Hyb(h)
b,0

s≈ Hyb(h)
b,1 by the properties of TrapGen from Section 3.3.

• Hyb(h)
b,2 : Same as Hyb(h)

b,1 , except that (ci)i∈[k], c0, c are sampled uniformly randomly.

We show in the following that Hyb(h)
b,1

c≈ Hyb(h)
b,2 . Then, the theorem follows from noting

that Hyb(h)
0,2

p= Hyb(h)
1,2 , since in both hybrids the component c in the challenge ciphertext is

chosen uniformly randomly.
Define the distribution

D(h)
1,1 :=



(Bi)i∈[k] , (Ai)i∈[k] ,P,Q, (kuid,Kuid)uid∈U ,u(
A−1
i

(
Pkuid QKuid

B̂uid,i ⊗ kuid

))
i∈[k],uid∈U

((sT
i | sT)Ai + eT

i )i∈[k]
(sT
iQ + eT

i,Q)i∈[k]
cT =

∑
i∈[k] sT

iP + sT(Bfu⊗ Im) + eT


(1)

where all terms are distributed same as in Hyb(h)
b,1 . Define also the distribution

D(h)
2,1 :=



(Bi)i∈[k] , (Ai)i∈[k] ,P,Q, (kuid,Kuid)uid∈U ,u(
A−1
i

(
Pkuid QKuid

B̂uid,i ⊗ kuid

))
i∈[k],uid∈U

(cT
i )i∈[k]

(cT
i,Q)i∈[k]

cT

 (2)

where all elements are distributed same as in Hyb(h)
b,2 , i.e. this is same as D(h)

1,1 except that
(cT
i , cT

i,Q)i∈[k] and c are all uniformly random.
Suppose there exists a PPT A that distinguishes Hyb(h)

b,1 and Hyb(h)
b,2 with non-negligible

probability. It is easy to verify that there then exists a PPT B that distinguishes D(h)
1,1 and

D(h)
2,1 defined above with non-negligible probability.

Now consider a PPT Samp which on input λ outputs the following:

Ã :=
[(

1⊗P
Bfu⊗ Im

) (
Ik ⊗Q

0

)]
, P̃i :=

(
Pkuid QKuid

B̂uid,i ⊗ kuid

)
uid∈U

∀i ∈ [k]

where 1 ∈ {0, 1}k is the all-one vector, and aux containing (Bi)i∈[k] ,P,Q, (kuid,Kuid)uid∈U ,
u together with all random coins used.

By the EvasiveLWEparam0 assumption (c.f. Table 4) w.r.t. Samp, there exists a PPT E
that distinguishes the distributions D(h)

1,2 and D(h)
2,2 with non-negligible probability, where

D(h)
1,2 and D(h)

2,2 are defined as follows:

D(h)
1,2 :=


(Bi)i∈[k] , (Ai)i∈[k] ,P,Q, (kuid,Kuid)uid∈U ,u(

sT
iPkuid + euid,i,P , sT

iQKuid + sT(B̂uid,i ⊗ kuid) + eT
uid,i,B

)
i∈[k],uid∈U

,

(sT
iAi + sTAi + eT

i )i∈[k]
(sT
iQ + eT

i,Q)i∈[k]
cT =

∑
i∈[k] sT

iP + sT(Bfu⊗ Im) + eT

 (3)
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where all terms are distributed as in D1,1, additionally e1,uid,P ←$ χ(3), euid,i,P ←$ χ(2) for
all i ̸= 1, and euid,i,B ←$ χmℓ(2) for all i.

D(h)
2,2 :=


(Bi)i∈[k] , (Ai)i∈[k] ,P,Q, (kuid,Kuid)uid∈U ,u(

cuid,i,P , cT
uid,i,B

)
i∈[k],uid∈U

,

(cT
i,A)i∈[k]

(cT
i,Q)i∈[k]

cT

 (4)

which is same as D(h)
1,2 except that (cT

i , cT
i,Q)i∈[k] and c are all uniformly random. However,

under the LWEn,2m(m+2),q,χ(1) and TensorLWEn,km+1,q,χ(2),χ(1),ℓ,Q assumptions, this is not
possible by Lemma 5. Thus we have a contradiction.

Similarly, in Section A.1 we show that Case (2) happening would contradict either
of the LWEn,2m(m+2),q,χ(1) , LWEm,poly(n),q,χ(2),χ(1) , and EvasiveLWEparam1 assumptions, the
latter with appropriate parameters. The theorem then follows.

Lemma 5. For the distributions D(h)
1,2 and D(h)

2,2 defined in Eq. (3) and Eq. (4), we have
D(h)

1,2
c≈ D(h)

2,2 assuming

LWEn,2m(m+2),q,χ(1) , LWEm,poly(n),q,χ(2),χ(1) , and TensorLWEn,km+1,q,χ(2),χ(1),ℓ,Q.

Proof. We consider the following sequence of hybrid distributions:

• D(h)
1,2 as in Eq. (3).

• D1,2,1: For each uid ∈ U , we swap sT
1Pkuid + e1,uid,P to∑

i∈[k]

sT
iP + sT(Bfu⊗ Im) + eT

kuid −

 ∑
i∈[2,k]

sT
iPkuid + euid,i,P


−(sT(B̂uid,i ⊗ kuid) + eT

uid,i,B)i∈[k]HB,f,xuidu + sT(Gu⊗ kuid) + euid,G + e1,uid,P

where (sT(B̂uid,i ⊗ kuid) + eT
uid,i,B)i∈[k] is the horizontal concatenation of sT(B̂uid,i ⊗

kuid) + eT
uid,i,B for all i ∈ [k], and euid,G ←$ χ(2).

We have D(h)
1,2

s≈ D1,2,1 by noise flooding, which is due to the equality

sT
iPkuid =

∑
i∈[k]

sT
iP + sT(Bfu⊗ Im)

kuid −
∑
i∈[2,k]

sT
iPkuid

− (sT(B̂uid,i ⊗ kuid))i∈[k]HB,f,xuidu + sT(Gu⊗ kuid)

and that

e1,uid,P
s≈ eTkuid −

∑
i∈[2,k]

euid,i,P − (eT
uid,i,B)i∈[k]HB,f,xuidu + euid,G + e1,uid,P

since

χ(3) ≥ λω(1)poly(λ,m)
(
χ2

(1) + kχ(2) + χ(0)χ(2)ℓm
O(d)

)
≥ λω(1)

∥∥∥∥∥∥eTkuid −
∑
i∈[2,k]

euid,i,P − (eT
uid,i,B)i∈[k]HB,f,xuidu + euid,G

∥∥∥∥∥∥
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Notice that the only remaining terms in D1,2,1 involving s1 are sT
1A1 +eT

1,A, sT
1QKuid +

sT(B̂uid,1 ⊗ kuid) + eT
uid,1,B , sT

1Q + eT
1,Q and sT

1P + eT. Also, looking ahead, to argue
the above simulation is pseudorandom, it suffices to argue sT(Gu⊗ kuid) + eT

uid,G is.

• D1,2,2: For all uid ∈ U , all i ∈ [k], we swap

sT
iQKuid + sT(B̂uid,i ⊗ kuid) + eT

uid,i,B

to (sT
iQ + eT

i,Q)Kuid + sT(B̂uid,i ⊗ kuid) + eT
uid,i,B .

We have D1,2,1
s≈ D1,2,2 by noise flooding, since χ(2) ≥ λω(1) · λ · χ(1) · χ(1) · n ≥

λω(1) ·
∥∥eT

i,Q ·Kuid
∥∥. Now in D1,2,2 the remaining terms involving s1 are sT

1A1 + eT
1,A,

sT
1Q + eT

1,Q and sT
1P + eT

1,P .

• D1,2,3: We swap

sT
1A1 + eT

1, sT
1Q + eT

1,Q and sT
1P + eT

to uniformly random.
We have D1,2,2

c≈ D1,2,3 by the LWEn,2m(m+2),q,χ(1) assumption.
Notice that as a result c is also uniformly random.

• D1,2,4: For each i ∈ [2, k] and all uid ∈ U , we swap

sT
iPkuid + euid,i,P to (sT

iP + ẽT
uid,i,P )kuid + euid,i,P .

where ẽuid,i,P ←$ χm(1).

We have D1,2,3
s≈ D1,2,4 by noise flooding, due to ẽT

uid,i,Pkuid + euid,i,P
s≈ +euid,i,P

since χ(2) ≥ λω(1)λ2χ2
(1) ≥ λ

ω(1)
∥∥ẽT

uid,i,Pkuid
∥∥.

• D1,2,5: For each i ∈ [2, k] and all uid ∈ U , we swap

(sT
iP + ẽT

uid,i,P )kuid + euid,i,P to bT
uid,i,Pkuid + euid,i,P

where bT
uid,i,P is uniformly random, and we also swap

sT
iAi + eT

i and sT
iQ + eT

i,Q

to uniformly random.
We have D1,2,4

c≈ D1,2,5 by the LWEn,2m(m+2),q,χ(1) assumption.

• D1,2,6: For all uid ∈ U , all i ∈ [k] \ {1}, we swap

bT
i,Pkuid + euid,i,P

to uniformly random.
We have D1,2,5

c≈ D1,2,6 by the (low-norm) LWEm,poly(n),q,χ(2),χ(1) assumption.

• D1,2,7: For all i ∈ [k], all uid ∈ U , we swap the terms

(sT
iQ + eT

i,Q)Kuid + sT(B̂uid,i ⊗ kuid) + eT
uid,i,B and sT(Gu⊗ kuid) + euid,G

to uniformly random.
Note that Gu mod q is statistically close to uniformly random. Then, we have
D1,2,6

c≈ D1,2,7 by the TensorLWEn,km+1,q,χ(2),χ(1),ℓ,Q assumption (applied on LWE
samples with secret s), where the set Q contains all queries xuid,i from the adversary.
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Observe that D1,2,7
p= D(h)

2,2 in Eq. (12), which concludes the proof.

Remark 4 (Removing RO). The work of Waters, Wee, and Wu [WWW22] showed how to
construct MA-ABE for subset policies from lattices in the standard model, i.e. without
random oracles. They achieved this by instantiating the random oracle with a subset
product of public low-norm matrices, and relying on the fact that multiplying a secret key
by such subset products (plus noise) yields a pseudorandom function (PRF) [BLMR13], in
addition to the evasive LWE assumption. We believe similar techniques can be applied to
our construction in Fig. 9 to remove the random oracle. More concretely, H(uid) can be
instantiated as the PRF of [BLMR13], so that kuid,Kuid are replaced by

∏
j Xuidj

,
∏
j Yuidj

respectively, where Xuidj
,Yuidj

are random low-norm matrices and uid = (uidj)j . Invoking
the evasive LWE assumption, one is left to argue pseudorandomness of the LWE samples
of the forms sT

iP ·
∏
j Xuidj

::::::::::::

, sT
iQ ·

∏
j Yuidj

+ sT(B̂uid,i ⊗
∏
j Xuidj

)
::::::::::::::::::::::::::::::::

(and some more that

are not bound to the hash/PRF values), which can be handled by a hybrid argument
analogous to that of Lemma 5. We note that handling the term sT(B̂uid,i ⊗

∏
j Xuidj )

requires a strengthening of the tensor LWE assumption. However, since this is not the
focus of this work, we do not attempt formalisation.

7 MC-ABE
We construct an MC-ABE scheme, which combines the techniques from both [BGG+14]
and [Wee22].

Construction. Let H : {0, 1}∗ → χm(0) × χ
m×mℓ
(0) be a random oracle.19 In Fig. 10 is our

MC-ABE construction ΠMC for polynomial-size circuits with any depth d = d(λ) = poly(λ).
It supports attribute space X = {0, 1}ℓ, ℓ = ℓ(λ) = poly(λ), and the class F of ℓ-input
poly(λ)-size circuits of depth at most d.

Theorem 5 (Correctness). For parameters as in Table 5, ΠMC is correct.

Proof. During decryption, the decryptor computes for each i ∈ [k] \ {1}

(di,0 | dT
i,1) = cT

i ·Ui

= (sTCi + eT
i ) ·Ui

≈ (sT
iPkcid | sT

iQKcid+sT((Bi − xi ⊗G)⊗ kcid)) mod q,

with approximation error eT
i ·Ui. Let Ui = (ui,0 | Ui,1), hence

dT
i,2 = dT

i,1 − cT
0,iKcid mod q

= sT
iQKcid + sT((Bi − xT

i ⊗G)⊗ kcid) + eT
iUi,1 − (sT

iQ + eT
0)Kcid mod q

≈ sT((Bi − xT
i ⊗G)⊗ kcid) mod q

with approximation error eT
iUi,1 + eT

0Kcid. We have

z0 ≈
k∑
i=2

sT
iPkcid mod q

with approximation error
∑k
i=2 eT

i · ui,0, Hence

zT
1 = (cT

1 | dT
2,2 | . . . | dT

k,2)HB,f,x mod q
19The discussion in Remark 4 again applies here.



38 Lattice-based Multi-Authority/Client ABE for Circuits

Setup(1λ)
Bi ←$ Zn×mℓ

q ∀i ∈ [k]
P←$ Zn×m

q ,Q←$ Zn×m
q ,v←$ Zn

q

return pp := ((Bi)i∈[k],P,Q,v)

AuthSetup(pp)
(A, tdA)← TrapGen(1n, q) // A ∈ Zn×2m

q

return (apk, ask) := (A, tdA)

KGen(pp, ask, f)
parse tdA ← ask
HB,f ← EvalF(B, f), Bf := BHB,f

rf ← SampPre(td(A|Bf ),v, σ)
return skf := (rf , f)

EKGen(pp)
(C, tdC)← TrapGen(1n(m+1), q)

// C ∈ Zn(m+1)×2m(m+1)
q

return (epk, esk) := (C, tdC)

Encsub(pp, i, esk, cid,x)
(kcid,Kcid) := H(cid)

M :=
(

Pkcid QKcid
(Bi − xT ⊗G)⊗ kcid

)
mod q

U← SampPre(tdC,M, τ)
return ctxti := (U,x,kcid,Kcid)

Encmain(pp, apk, (epki)i∈[k]\{1} , cid,x, µ)
parse A← apk, Ci ← epki ∀i ∈ [k] \ {1}
(kcid,Kcid) := H(cid); si ←$ Zn

q ; s←$ Znm
q

e←$ χm
(0), ê←$ χ2m

(0) , e0 ←$ χkm
(0) , e1 ←$ χmℓ

(0)

ei ←$ χ
2m(m+1)
(0) ∀i ∈ ∪[k] \ {1}

ĉT := sT(A⊗ kcid) + êT

cT
1 := sT((B1 − xT ⊗G)⊗ kcid) + eT

1

cT
i := (sT

i | sT)Ci + eT
i ∀i ∈ [k] \ {1}

cT
0 := (sT

2 | . . . | sT
k)(Ik−1 ⊗Q) + eT

0 mod q

cT =
∑k

i=2 sT
iP + sT(v⊗ Im) + eT + µgT mod q

return ctxt1 := ((ci)i∈{0}∪[k] , ĉ, c,x,kcid,Kcid)

Dec(pp, skf , (ctxti)i∈[k])
parse (rf , f)← skf

parse ((ci)i∈{0}∪[k] , ĉ, c,x1,kcid,Kcid)← ctxt1

(cT
0,2 | . . . | cT

0,k) := cT
0

for i ∈ [k] \ {1} do
parse (Ui,xi,kcid,Kcid)← ctxti

(di,0 | dT
i,1) := cT

i ·Ui mod q
dT

i,2 := dT
i,1 − cT

0,iKcid mod q
B := (B1 | . . . | Bk), xT := (xT

1 | . . . | xT
k)

HB,f,x ← EvalFX(B, f,x)

z0 :=
∑k

i=2 di,0 mod q
zT

1 := (cT
1 | dT

2,2 | . . . | dT
k,2) ·HB,f,x mod q

y := cTkcid − z0 − (ĉT | zT
1) · rf mod q

return (|y| ≥ β0)

Figure 10: MC-ABE construction ΠMC.

≈ sT((B− xT ⊗G)⊗ kcid)(HB,f,x ⊗ 1) mod q
= sT((Bf − f(x)︸︷︷︸

=0

G)⊗ kcid) mod q

= sT(Bf ⊗ kcid) mod q,

with approximation error (eT
1 | (eT

2U2,1 | .. | eT
kUk,1) + eT

0(Ik ⊗Kcid)) ·HB,f,x. Therefore

(cT
0 | zT

1) · rf
=
(
sT((A | Bf )⊗ kcid) +

(
eT

0 | (eT
1 | eT

2U2,1 | . . . | eT
kUk,1) ·HB,f,x

))
· rf mod q

≈ sT((A | Bf )⊗ kcid)rf mod q
= sT(v⊗ kcid) mod q

with approximation error
(
êT | (eT

1 | (eT
2U2,1 | .. | eT

kUk,1) + eT
0(Ik ⊗Kcid)) ·HB,f,x

)
· rf .

We have

y ≈

(
k∑
i=2

sT
iP + sT(v⊗ Im) + µgT

)
· kcid −

k∑
i=2

sT
iPkcid − sT(v⊗ kcid) mod q
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Table 5: Parameters and shorthands for MC-ABE scheme (Section 7).

n ∈ N Parameter for matrix dimension

m ∈ N n⌈log q⌉ Parameter for matrix dimension

ℓ ∈ N Attribute length per encryptor

k ∈ N Number of encryptors

β0 ≥ poly(λ,m) · χ(0)(χ(0) + kτ + σ + 2τℓmO(d) · σ) Correctness bound

q ≥ λω(1)β0 Modulus

τ Parameter of Encsub algorithm

σ ≥ ℓmO(d) Parameter of KGen algorithm

χ(0) ≥ O(λ) Gaussian width of kcid, Kcid, e, ê, (ei)i∈[k], e0 =
(ei,Q)i∈[2,k],
and of ecid,A, ẽcid,i,P , ef∗,cid, ecid∗,cid,1,B in proofs

χ(1) ≥ λω(1)χ2
(0) Gaussian width of ecid,i,B , ecid,i,P , ecid,i,Q in proofs

χ(2) ≥ λω(1) · χ(1) · mO(d) Gaussian width of ei∗,cid,P in proofs

J , z z := |[2, k] \ J | Set J of corrupt encryptors in proofs

param0 (q, k − 1, n(m + 1), 2m(m + 1), (k − 1 +
m)n, poly(λ),S0, χ(0), (poly(λ), χ(0), ψi, τ)i∈[2,k])
where ψ2 = χ(2), ψi = χ(1), i ̸= 2

Evasive LWE parameter

param1 (q, z, n(m + 1), 2m(m + 1), zn, (z +
1)m,S1, χ(0), (poly(λ), χ(0), ψi, τ)i∈[z]) where
ψi∗ = χ(2), ψi = χ(1), i ̸= i∗

Evasive LWE parameter

= µgTkcid mod q,

where the error term involved in y is given by

eTkcid −
k∑
i=2

eT
i · ui,0 −

(
êT | (eT

1 | (eT
2U2,1 | .. | eT

kUk,1) + +eT
0(Ik ⊗Kcid)) ·HB,f,x

)
· rf

and whose norm is upper-bounded by

β0 ≥ poly(λ,m) · (χ2
(0) + k · χ(0) · τ + χ(0) · σ + (χ(0) + χ(0)) · τ · ℓ ·mO(d) · σ)

Since kcid is random short, gT ·kcid is statistically close to uniform over Zq, and correctness
follows as long as q ≥ β0λ

ω(1).

7.1 Security
We present the security proof for the MC-ABE construction. W.l.o.g. we assume the
adversary only queries keys from encryptors i ∈ [2, k] which are associated to the challenge
ciphertext. We recall some notation (analogous to that in the MA-ABE setting): We let C
be the set of all cid ever queried by the adversary, and Jcid ⊆ [2, k] be the set of encryptors
from whom the adversary requests a ciphertext for identity cid. Let F denote the set of
functions f queried to the authority by the adversary.

We will also use the following notation: We let Ci =
(

Ci

Ci

)
, where Ci ∈ Zn×2m(m+1)

q

and Ci ∈ Znm×2m(m+1)
q are the “top part” and “bottom part” of Ci respectively. For

ease of exposition, for any matrices A and B we abuse notation and write A−1(B) for
an element in the domain A−1(B) output by SampPre(tdA,B). We use the shorthand
B̂cid,i = Bi − xT

cid,i ⊗G for any query xcid,i on the i-th encryptor associated to cid.
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Theorem 6. For parameters as in Table 5, ΠMC is IND-CPA-secure without missing
ciphertexts (Definition 7) assuming

LWEn,2m(m+2),q,χ(0) , LWEm,poly(n),q,χ(1),χ(0) ,

TensorLWEn,(k+2)m+1,q,χ(0),χ(0),ℓ,Q EvasiveLWEparam0 and EvasiveLWEparam1

in the (non-programmable) random oracle model.

Proof. Recall that in the experiment in Fig. 5, (at least) one of the two cases below holds:

(1) bhonest_security = 1, that is, all encryptors i ∈ [k] involved in the challenge ciphertext
ctxt∗ are not corrupt by the adversary, and f(xcid∗,1, . . . ,xcid∗,k) = 1 for all f ∈ F .
In this case, due to Remark 2, it suffices to consider the case where the adversary
queries all k − 1 encryptors on ciphertext for all cid, so that Jcid = [2, k] for all cid.

(2) bcorrupt_security = 1, that is, for all cid ∈ C there exists an honest encryptor i ∈ [k]
such that a ciphertext ctxtcid,i,x from i has not been queried.

Below we focus on that Case (1) happens. That of Case (2) is analogous, we defer repeating
the very similar arguments to Section B.2.

We define the following sequence of hybrids:

• Hyb(h)
b,0 : This is the real very-selective security experiment for the scheme in Fig. 10,

encrypting µb.
Recall that in this hybrid the adversary is given the following:

A, (Bi)i∈[k] , (Ci)i∈[2,k] ,P,Q, (kcid,Kcid)cid∈C ,v

rf = (A | Bf )−1(v) ∀f ∈ F

Ucid,i = C−1
i

(
Pkcid QKcid

B̂cid,i ⊗ kcid

)
∀cid ∈ C, i ∈ [2, k]

ĉT = sT(A⊗ kcid∗) + êT

cT
1 = sT(B̂cid∗,1 ⊗ kcid∗) + eT

1

cT
i = (sT

i | sT)Ci + eT
i ∀i ∈ [2, k]

cT
0 := (sT

2 | . . . | sT
k)(Ik−1 ⊗Q) + eT

0

cT =
∑
i∈[2,k]

sTP + sT(v⊗ Im) + eT + µ · gT

where all terms are sampled according to the distribution as in the scheme. We recall
each rf is sampled with tdA.

• Hyb(h)
b,1 : We change how secret keys queries are answered. For a query on any f , do

the following:

– Let xT
cid∗ := (xT

cid∗,1 | . . . | xT
cid∗,k), which satisfies f(xcid∗) = 1 by design of

security experiment. If, for any i ∈ [2, k], xcid∗,i has not been queried by the
adversary, pick an arbitrary one such that the above holds.

– Sample R ←$ {0, 1}m×mℓ, and let B = (B1, . . . ,Bk) := AR + xT
cid∗ ⊗G mod q.

Note that B− xT
cid∗ ⊗G = AR mod q.

– Compute HB,f,xcid∗ ← EvalFX(B, f,xcid∗). Let R∗ := R ·HB,f,xcid∗ .
– When answering KGenO(f) query, use R∗ as a gadget-trapdoor for (A | Bf ) to

generate rf = (A | Bf )−1(v). Note that this is possible since f(xcid∗) = 1, and
hence Bf = (B− xT

cid∗ ⊗G) ·HB,f,xcid∗ + f(xcid∗)G = A ·R∗ + G mod q.
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We have Hyb(h)
b,0

s≈ Hyb(h)
b,1 by the properties of TrapGen from Section 3.3.

• Hyb(h)
b,2 : Same as Hyb(h)

b,1 , except that for all i ∈ [k], Ci is sampled uniformly randomly
and all (entries of the) corresponding preimages Ucid,i are sampled (inefficiently)
from the Gaussian distribution with parameter τ , subject to

CiUcid,i =
(

Pkcid QKcid
B̂cid,i ⊗ kcid

)
.

We have Hyb(h)
b,1

s≈ Hyb(h)
b,2 by the properties of TrapGen from Section 3.3.

• Hyb(h)
b,3 : Same as Hyb(h)

b,2 , except ĉ, (ci)i∈[k], c0, c are sampled uniformly randomly.

We show in the following that Hyb(h)
b,2

c≈ Hyb(h)
b,3 . Then, the theorem follows from noting

that Hyb(h)
0,3

p= Hyb(h)
1,3 , since in both hybrids the component c in the challenge ciphertext is

chosen uniformly randomly.
W.l.o.g. assume C contains cid∗. Define the distribution

D(h)
1,1 :=



A,R, (Ci)i∈[2,k],P,Q, (kcid,Kcid)cid∈C ,v,(
C−1
i

(
Pkcid QKcid

B̂cid,i ⊗ kcid

))
i∈[2,k],cid∈C

(sT(A⊗ kcid) + eT
cid,A)cid∈C , (sT(B̂cid∗,1 ⊗ kcid) + eT

cid∗,cid,1,B)cid∈C
((sT

i | sT)Ci + eT
i )i∈[2,k]

(sT
iQ + eT

i,Q)i∈[2,k]
cT =

∑
i∈[2,k] sT

iP + sT(v⊗ Im) + eT


(5)

where all terms are distributed as in Hybb,2, and additionally ecid,A ←$ χ2m
(0) , ecid∗,cid,1,B ←$

χmℓ(0). Define also the distribution

D(h)
2,1 :=



A,R, (Ci)i∈[2,k],P,Q, (kcid,Kcid)cid∈C ,v,(
C−1
i

(
Pkcid QKcid

B̂cid,i ⊗ kcid

))
i∈[2,k],cid∈C

(cT
cid,A)cid∈C , (cT

cid∗,cid,1,B)cid∈C
(cT
i,C)i∈[2,k],

(cT
i,Q)i∈[2,k]

cT


(6)

where all elements are distributed same as in Hyb(h)
b,3 , i.e. this is same as D(h)

1,1 except that
(cT

cid,A)cid∈C , (cT
cid∗,cid,1,B)cid∈C , (cT

i,C)i∈[2,k], (cT
i,Q)i∈[2,k] and c are all uniformly random.

Suppose there exists a PPT A that distinguishes Hyb(h)
b,2 and Hyb(h)

b,3 with non-negligible
probability, it is easy to verify that then there exists a PPT B that distinguishes D(h)

1,1 and
D(h)

2,1 defined above with non-negligible probability. In more details, the only difference
between the distribution in Hyb(h)

b,2 and D(h)
1,1 is that D(h)

1,1 additionally contains sT(A⊗kcid)+
eT

cid,A and sT(B̂cid∗,1 ⊗ kcid) + eT
cid∗,cid,1,B for all cid ∈ C. A trivial reduction simply hides

these components. (These additional components will be used in the proof of Lemma 6.)
Now consider a PPT Samp which on input λ outputs the following:

Ã :=
[(

1⊗P
v⊗ Im

) (
Ik−1 ⊗Q

0

) (
0

A⊗ kcid

)
cid∈C

]
,
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P̃i :=
(

Pkcid QKcid
B̂cid,i ⊗ kcid

)
cid∈C

∀i ∈ [2, k],

where 1 ∈ {0, 1}k−1 is the all-one vector, and aux containing A,R,P,Q, (kcid,Kcid)cid∈C ,v
together with all random coins used.

By the EvasiveLWEparam0 assumption (c.f. Table 5), there then exists a PPT E that
distinguishes the distributions D(h)

1,2 and D(h)
2,2 with non-negligible probability, where D(h)

1,2

and D(h)
2,2 are defined as follows:

D(h)
1,2 :=



A,R, (Ci)i∈[2,k],P,Q, (kcid,Kcid)cid∈C ,v,(
sT
iPkcid + ecid,i,P , sT

iQKcid + sT(B̂cid,i ⊗ kcid) + eT
cid,i,B

)
i∈[2,k],cid∈C

,

(sT(A⊗ kcid) + eT
cid,A)cid∈C , (sT(B̂cid∗,1 ⊗ kcid) + eT

cid∗,cid,1,B)cid∈C ,

(sT
iCi + sTCi + eT

i )i∈[2,k],
(cT
i,Q = sT

iQ + eT
i,Q)i∈[2,k]∑

i∈[2,k] sT
iP + sT(v⊗ Im) + eT


(7)

where all terms are distributed as in D(h)
1,1 , additionally e2,cid,P ←$ χ(2), ecid,i,P ←$ χ(1) for

all i ̸= 2, and ecid,i,B ←$ χmℓ(2).

D(h)
2,2 :=



A,R, (Ci)i∈[2,k],P,Q, (kcid,Kcid)cid∈C ,v,(
ccid,i,P , cT

cid,i,B

)
i∈[2,k],cid∈C

,

(cT
cid,A)cid∈C , (cT

cid∗,cid,1,B)cid∈C
(cT
i,C)i∈[2,k],

(cT
i,Q)i∈[2,k]

cT


(8)

where
(
ccid,i,P , cT

cid,i,B

)
i∈[2,k],cid∈C

, (cT
cid,A)cid∈C , (cT

cid∗,cid,1,B)cid∈C , (cT
i,C)i∈[2,k], (cT

i,Q)i∈[2,k]

and c are all uniformly random.
But under the LWEn,2m(m+2),q,χ(0) and TensorLWEn,(k+2)m+1,q,χ(0),χ(0),ℓ,Qassumptions

this is not possible by Lemma 6.
Similarly, in Section B.2 we show that Case (2) happening would contradict either

of the LWEn,2m(m+2),q,χ(0) , LWEm,poly(n),q,χ(1),χ(0)and EvasiveLWEparam1 assumptions, the
latter with appropriate parameters. The theorem then follows.

Lemma 6. For the distributions D(h)
1,2 and D(h)

2,2 defined in Eq. (7) and Eq. (8), we have
D(h)

1,2
c≈ D(h)

2,2 assuming

LWEn,2m(m+2),q,χ(0) and TensorLWEn,(k+2)m+1,q,χ(0),χ(0),ℓ,Q.

A proof of Lemma 6 is analogous to that of Lemma 5, which we defer to Section B.1.
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A Proofs for MA-ABE
We provide the remaining proofs for the MA-ABE construction. For clarity we also restate
the theorem appeared in the main content.

A.1 Continued proof of Theorem 4 (corruption)
Theorem 4 (Security). For parameters as in Table 4, ΠMA is IND-CPA-secure without
missing keys (Definition 5) assuming

LWEn,2m(m+2),q,χ(1) , LWEm,poly(n),q,χ(2),χ(1) ,

TensorLWEn,km+1,q,χ(2),χ(1),ℓ,Q, EvasiveLWEparam0 and EvasiveLWEparam1

in the (non-programmable) random oracle model.

Proof. (Continued.) Below write I = Icorr ⊂ [k] for the set of corrupt authorities. In this
continued proof we focus on that Case (2) bcorrupt_security = 1 happens. That is, for all
uid ∈ U there exists an honest authority i ∈ [k] \ I such that a key skuid,i from i has not
been queried.

Fix arbitrary honest authority i∗ ∈ [k] \ I, which exists since [k] ̸= I. For each uid ∈ U ,
denote by ĩuid an arbitrarily fixed honest authority from whom uid has not been queried
by the adversary, which exists by design of the security experiment.

We define the following sequence of hybrids:

• Hyb(c)
b,0: This is the real security experiment for the scheme in Fig. 9, encrypting µb,

and conditioned on that bcorrupt_security = 1.
Recall that in this hybrid the adversary is given the following:

(Bi)i∈[k] , (Ai)i∈[k] , (tdAi
)i∈I ,P,Q, (kuid,Kuid)uid∈U ,u

Uuid,i = A−1
i

(
Pkuid QKuid

B̂uid,i ⊗ kuid

)
∀uid ∈ U , i ∈ Iuid ∩ ([k] \ I)

cT
i = (sT

i | sT)Ai + eT
i ∀i ∈ [k]

cT
0 = (sT

1 | . . . | sT
k)(Ik ⊗Q) + eT

0

https://doi.org/10.1007/978-3-031-07085-3_8
https://eprint.iacr.org/2023/906
https://doi.org/10.1007/978-3-030-17259-6_4
https://doi.org/10.1007/978-3-031-22318-1_23


Valerio Cini, Russell W. F. Lai, Ivy K. Y. Woo 47

cT =
∑
i∈[k]

sT
iP + sT(Bfu⊗ Im) + eT + µbgT

where all terms are sampled according to the distribution as in the scheme. We recall
each Uuid,i is sampled with tdAi

. Relative to the case in the honest model, here
the adversary is additionally given aski = tdAi

for the corrupted authorities i ∈ I.
Below we write cT

0 = (cT
1,Q | . . . | cT

k,Q) where cT
i,Q = sT

iQ + eT
i,Q.

• Hyb(c)
b,1: Same as Hyb(c)

b,0, except that for all i ∈ [k] \ I, Ai is sampled uniformly
randomly and all (entries of the) corresponding preimages Uuid,i are sampled (ineffi-
ciently) from the Gaussian distribution with parameter τ , subject to

AiUuid,i =
(

Pkuid QKuid
B̂uid,i ⊗ kuid

)
.

We have Hyb(c)
b,0

s≈ Hyb(c)
b,1 by the properties of TrapGen from Section 3.3.

• Hyb(c)
b,2: Same as Hyb(c)

b,1, except:

– we sample uniformly random c←$ Zmq ,
– for each i ∈ [k] \ I, we sample uniformly random ci, and
– for each i ∈ [k] \ I, we sample the i-th chunk ci,Q in c0 uniformly randomly.

We show in the following that Hyb(c)
b,1

c≈ Hyb(c)
b,2. Then, the theorem follows from noting

that Hyb(c)
0,2

p= Hyb(c)
1,2, since in both hybrids the component c in the challenge ciphertext is

chosen uniformly randomly.
Define the distribution

D(c)
1,1 :=



(Bi)i∈[k]\I , (Ai)i∈[k]\I ,P,Q, (kuid,Kuid)uid∈U ,u(
A−1
i

(
Pkuid QKuid

B̂uid,i ⊗ kuid

))
uid∈U,i∈[k]\(I∪{ĩuid})

(cT
i = sT

iAi + eT
i )i∈[k]\I(

cT
i,Q = sT

iQ + eT
i,Q

)
i∈[k]\I

c̃T =
∑
i∈[k]\I sT

iP + eT


(9)

where all terms are distributed as in Hyb(c)
b,1. We note that in the above distribution, the

LWE samples ci are w.r.t. Ai, whereas the preimages are w.r.t. (the full) Ai. Moreover,
for each uid ∈ U , the distribution involves preimages w.r.t. Ai for all i ∈ [k] \ (I ∪

{
ĩuid
}

),
a superset of the ones appearing in Hyb(c)

b,1 and Hyb(c)
b,2 (which will be useful in the proof

of Lemma 7). Define also the distribution

D(c)
2,1 :=



(Bi)i∈[k]\I , (Ai)i∈[k]\I ,P,Q, (kuid,Kuid)uid∈U ,u(
A−1
i

(
Pkuid QKuid

B̂uid,i ⊗ kuid

))
uid∈U,i∈[k]\(I∪{ĩuid})

(cT
i )i∈[k]\I(

cT
i,Q

)
i∈[k]\I

c̃T


(10)

where all elements are distributed same as in D(c)
1,1, except that (cT

i )i∈[k]\I , (cT
i,Q)i∈[k]\I

and c̃ are uniformly random.
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Suppose there exists a PPT A that distinguishes Hyb(c)
b,1 and Hyb(c)

b,2 with non-negligible
probability, then it is easy to verify that there exists a PPT B that distinguishes D(c)

1,1

and D(c)
2,1 defined above with non-negligible probability. A detailed reduction is given

in Proposition 1.
Now consider a PPT Samp which on input λ outputs the following:

Ã :=
(
1[k]\I ⊗P | Ik−|I| ⊗Q

)
,

P̃i :=
(

Pkuid QKuid
B̂uid,i ⊗ kuid

)
uid∈U

∀uid ∈ U , i ∈ [k] \ (I ∪
{
ĩuid
}

),

where 1[k]\I is the (k−|I|)-dimensional all-one vector, and aux containing (Bi)i∈[k]\I ,P,Q,
(kuid,Kuid)uid∈U ,u together with all random coins used.

By the EvasiveLWEparam1 assumption (c.f. Table 4) w.r.t. Samp, there exists a PPT E
that distinguishes the distributions D(c)

1,2 and D(c)
2,2 with non-negligible probability, where

D(c)
1,2 and D(c)

2,2 are defined as follows:

D(c)
1,2 :=



(Bi)i∈[k]\I , (Ai)i∈[k]\I ,P,Q, (kuid,Kuid)uid∈U ,u(
sT
iPkuid + euid,i,P , sT

iQKuid + eT
uid,i,Q

)
uid∈U,i∈[k]\(I∪{ĩuid})

(sT
iAi + eT

i )i∈[k]\I(
sT
iQ + eT

i,Q

)
i∈[k]\I

cT =
∑
i∈[k]\I sT

iP + eT

 (11)

where all terms are distributed as in D(c)
1,1, additionally ei∗,uid,P ←$ χ(3) (where we recall

i∗ is arbitrary in [k] \ I defined at the beginning of the proof), euid,i,P ←$ χ(2) for all
i ∈ [k], i ̸= i∗, and euid,i,Q ←$ χmℓ(2), and

D(c)
2,2 :=



(Bi)i∈[k]\I , (Ai)i∈[k]\I ,P,Q, (kuid,Kuid)uid∈U ,u(
cuid,i,P , cT

uid,i,Q

)
uid∈U,i∈[k]\(I∪{ĩuid})

(cT
i )i∈[k]\I(

cT
i,Q

)
i∈[k]\I

cT

 (12)

where
(
cuid,i,P , cT

uid,i,Q

)
uid∈U,i∈[k]\(I∪{ĩuid})

, (cT
i , cT

i,Q)i∈[k]\I , c are all uniformly random.

We observe that the above implies a PPT distinguisher G for the following distributions
D(c)

1,3,D(c)
2,3, given which D(c)

1,2 and D(c)
2,2 can be efficiently simulated respectively:

D(c)
1,3 :=


(Bi)i∈[k]\I , (Ai)i∈[k]\I ,P,Q, (kuid,Kuid)uid∈U ,u

(sT
iPkuid + euid,i,P )uid∈U,i∈[k]\(I∪{ĩuid})

(sT
iAi + eT

i )i∈[k]\I(
sT
iQ + eT

i,Q

)
i∈[k]\I

cT =
∑
i∈[k]\I sT

iP + eT

 (13)

D(c)
2,3 :=


(Bi)i∈[k]\I , (Ai)i∈[k]\I ,P,Q, (kuid,Kuid)uid∈U ,u

(cuid,i,P )uid∈U,i∈[k]\(I∪{ĩuid})
(cT
i )i∈[k]\I(

cT
i,Q

)
i∈[k]\I

cT

 (14)
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which are almost identical to D(c)
1,2 and D(c)

2,2 respectively, except that sT
iQKuid + eT

uid,i,Q

respectively cT
uid,i,Q are omitted. To simulate D(c)

1,2 from D(c)
1,3, one computes

(sT
iQ + eT

i,Q)Kuid + eT
uid,i,Q = sT

iQKuid + eT
i,QKuid + eT

uid,i,Q
s≈ sT

iQKuid + eT
uid,i,Q mod q

where the last s≈ follows from noise flooding, since

χ(2) ≥ λω(1) · λ · χ(1) · χ(1) · n ≥ λω(1) ·
∥∥eT

i,Q ·Kuid
∥∥.

When sT
iQ + eT

i,Q is replaced by uniformly random cT
uid,i,Q, then the simulation becomes

also uniformly random.
Finally, by Lemma 7 the existence of G is not possible under the LWEn,2m(m+2),q,χ(1) and

LWEm,poly(n),q,χ(2),χ(1) assumptions, thus we have a contradiction. The theorem follows.

Proposition 1. If there exists a PPT A that distinguishes Hyb(c)
b,1 and Hyb(c)

b,2 defined
in Theorem 4 with non-negligible probability, then there exists a PPT B that distinguishes the
distributions D(c)

1,1 and D(c)
2,1 defined in Eq. (9) and Eq. (10) with non-negligible probability.

Proof. Given such a PPT A, we construct such a PPT B. On input a sample from either
D(c)

1,1 or D(c)
2,1 defined in Eq. (9) and Eq. (10) respectively, let B proceed as follows:

• Parse P,u from the input sample and let pp := (P,u) be the public parameters.

• To generate the authority public and secret keys:

– For corrupt authorities i ∈ I, generate (apki, aski)← AuthSetup(pp).
– For honest authorities i ∈ [k] \ I, parse Ai,Bi from the input sample and let

apki = (Ai,Bi).

• To answer the authority key queries:

– For any query (uid, i,x) on corrupt i ∈ I, generate query using aski.

– For any query (uid, i,x) on honest i ∈ [k] \ I, let A−1
i

(
Pkuid QKuid

B̂uid,i ⊗ kuid

)
from input sample be the answer.

• To generate the ciphertext, sample random s←$ Znmq and random si ←$ Znq for all
i ∈ I, and:

– For i ∈ I, compute cT
i = (sT

i | sT)Ai + eT
i where ei ←$ χ

2m(m+1)
(1) .

– For i ∈ [k] \ I:

∗ Parse Ai and cT
i,A from the input sample, write Ai =

(
Ai

Ai

)
where Ai ∈

Zn×2m(m+1)
q and Ai ∈ Znm×2m(m+1)

q .
∗ Compute sTAi, set cT

i = cT
i,A + sTAi.

– Parse cT
i,Q for all i ∈ [k]\I from input sample. Compute cT

i,Q = sT
iQ+eT

i,Q mod q
for all i ∈ I where eT

i,Q ←$ χn(1). Concatenate to obtain cT
0 = (cT

1,Q | . . . | cT
k,Q).

– Parse c̃T from input sample, compute cT := c̃T +
∑
i∈I sT

iP+sT(Bfu⊗Im)+µbgT.
– Let the ciphertext be (c, c1, . . . , ck).

• Pass all terms computed above to A, then return whatever A returns.
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It is immediate that the above simulates Hyb(c)
b,1 and Hyb(c)

b,2 respectively perfectly, if the
input is respectively D(c)

1,1 and D(c)
1,2. In more detail, for the ciphertext, if cT

i,A = sT
iAi + eT

i

then cT
i = sT

iAi + eT
i + sTAi = (sT

i | sT)Ai + eT
i , else if cT

i,A is uniform then so is cT
i . The

claim follows.

Lemma 7. For the distributions D(c)
1,3 and D(c)

2,3 defined in Eq. (13) and Eq. (14), we have
D(c)

1,3
c≈ D(c)

2,3 assuming

LWEn,2m(m+2),q,χ(1) and LWEm,poly(n),q,χ(2),χ(1) .

Proof. Continue with the notation in the proof of Theorem 4, where we have let i∗ ∈ [k]\I
be an arbitrarily fixed honest authority (which exists because [k] ̸= I), and for each
uid ∈ U , we have let ĩuid ∈ [k] \ I be an honest authority where uid is not queried by the
adversary (which exists by design of security experiment).

We consider the following sequence of hybrid distributions:

• D(c)
1,3 as in Eq. (11).

• D1,3,1: For each uid ∈ U , if i∗ ̸= ĩuid, then do the following:
We swap sT

i∗Pkuid + ei∗,uid,P to ∑
i∈[k]\I

sT
iP + eT

kuid −

 ∑
i∈[k]\I:i ̸=i∗

sT
iPkuid + euid,i,P

+ ei∗,uid,P

We have D(c)
1,3

s≈ D1,3,1 by noise flooding, which is due to the equality

sT
i∗Pkuid =

 ∑
i∈[k]\I

sT
iP

kuid −
∑

i∈[k]\I:i ̸=i∗
sT
iPkuid.

and ei∗,uid,P
s≈ eTkuid −

∑
i∈[k]\I:i ̸=i∗ euid,i,P + ei∗,uid,P , as χ(3) ≥ λω(1)(λ2χ2

(1)m +
λkχ(2)) ≥ λω(1)

∥∥∥eTkuid −
∑
i∈[k]\I:i ̸=i∗ euid,i,P

∥∥∥.

Otherwise, if i∗ = ĩuid, then do nothing. The effect of this swap is that, for all uid ∈ U ,
the term sT

i∗Pkuid + euid,i,P no longer exists in D1,3,1 (and is instead simulated by
the other terms, where the expression includes LWE samples with secret sĩuid

).
As a result, the only remaining terms in D1,3,1 involving si∗ are sT

i∗Ai∗ + eT
i∗ and

sT
i∗P + eT

i∗,P , and sT
i∗Q + eT

i∗,Q.

• D1,3,2: We swap

sT
i∗Ai∗ + eT

i∗ , sT
i∗P + eT

i∗,P and sT
i∗Q + eT

i∗,Q

to uniformly random.
We have D1,3,1

c≈ D1,3,2 by the LWEn,2m(m+2),q,χ(1) assumption. Notice that as a
result c is also uniformly random.

• D1,3,3: For all uid ∈ U , all i ∈ [k] \ (I ∪ {i∗}), we swap

sT
iPkuid + euid,i,P to (sT

iP + ẽT
uid,i,P )kuid + euid,i,P .

where ẽuid,i,P ←$ χm(1).
We have D1,3,2

s≈ D1,3,3 by noise flooding, due to ẽT
uid,i,Pkuid +euid,i,P

s≈ euid,i,P . since
χ(2) ≥ λω(1)λ2χ(1)χ(1)m ≥ λω(1)

∥∥ẽT
uid,i,Pkuid

∥∥.
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• D1,3,4: For all uid ∈ U , all i ∈ [k] \ (I ∪ {i∗}), we swap

(sT
iP + ẽT

i,P )kuid + euid,i,P to bT
i,Pkuid + euid,i,P

where bT
uid,i,P is uniformly random, and we also swap

sT
iQ + eT

i,Q and sT
iAi + eT

i

to uniformly random.
We have D1,3,3

c≈ D1,3,4 by the LWEn,2m(m+2),q,χ(1) assumption.

• D1,3,5: For all uid ∈ U , all i ∈ [k] \ (I ∪ {i∗}), we swap

bT
i,Pkuid + euid,i,P

to uniformly random.
We have D1,3,4

c≈ D1,3,5 by the (low-norm) LWEm,poly(n),q,χ(2),χ(1) assumption.

Observe that D1,3,5
p= D(c)

2,3 as in Eq. (14), the proof is completed.

A.2 Alternative security proof for corruption
In this subsection we provide an alternative security proof of the MA-ABE scheme in case
of bcorrupt_security = 1, i.e. for all uid ∈ U queried, there exists an honest authority i such
that a key skuid,i from i has not been queried. The evasive LWE assumption involved in
this alternative proof is slightly weaker than that in Section A.1, although the overall
proof is more complicated. For this, we will make use of non-spherical discrete Gaussian
distributions and trapdoors for sampling preimages following these distributions. We recall
the necessary preliminaries below.

A.2.1 Non-spherical Gaussians (Extending Sections 3.1 and 3.3).

A symmetric matrix Σ ∈ Rm×m is said to be positive semi-definite, if xTΣx ≥ 0 for all non-
zero x ∈ Rm. For a positive semi-definite matrix Σ, we denoted by DZm,

√
Σ the (centered)

discrete Gaussian distribution over Zm with parameter
√

Σ, i.e. the distribution over Zm
where for all x, DZm,Σ(x) ∝ e−π·xTΣ†x, where Σ† is the (Moore-Penrose) pseudoinverse of
Σ. With an abuse of notation, we sometimes also denote by

√
Σ the (centered) discrete

Gaussian distribution over Zm with parameter
√

Σ.
If Σ = χ2Im, i.e. diagonal matrix with the same entry χ2, so that DZm,

√
Σ(x) ∝

e−π·(x2
1+···+x2

m)/χ2 , we write DZm,
√

Σ and DZm,χ interchangeably. Analogously, we some-
times denote by χm the (centered) discrete Gaussian distribution over Zm with parameter
χ.

Let Σ ∈ Rh×h be diagonal matrix with entries χ2
1, . . . , χ

2
h. There exist PPT algorithms

(TrapGen,SampPre), such that for appropriately chosen n, q, {χi}i∈[m] parametrised by λ,
with χi ≥ O(

√
n · log q · logn) for all i ∈ [h], the following properties are satisfied [GPV08,

MP12, GM18]:

• (D,R)← TrapGen(1n, 1h, q) generates a matrix D ∈ Zn×h
q , where h ≥ 2n⌈log q⌉, and

a trapdoor R ∈ Zh×n⌈log q⌉ such that DR = G mod q. The distribution of D is
statistically close to the uniform distribution over Zn×h

q .

• u ← SampPre(D,R,v,
√

Σ) inputs a target vector v ∈ Znq and a gaussian parameter√
Σ, and samples a vector u ∈ Zh. For any D ∈ Zn×h

q ,R ∈ Zh×n⌈log q⌉
q such that
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Table 6: Selected parameters and shorthands for MA-ABE scheme (Section 6), under alternative
security proof in Section A.2.

h > 2m(m + 1) Number of columns of Ai

mlc,mrc mlc ≥ 2(ntr + nbr) log q,mrc = h − mlc Number of “left columns” and “right columns” of Ai

ntr, nbr ntr = n, nbr = mn Number of “top rows” and “bottom rows” of Ai

χ(0) ≥ O(λ) Parameter of KGen algorithm,
Gaussian width of R,wuid,i,Yuid,i,

⌜ei,A in proofs

χ(1) ≥ λω(1) · χ2
(0) Parameter of KGen algorithm,

Gaussian width of u, kuid, Kuid, e, e0 = (ei,Q)i,
(ei)i∈[k], and of v′

uid,i,X
′
uid,i, ẽuid,i,P in proofs

χ(2) ≥ λω(1) · χ2
(1) Gaussian width of euid,i,B , euid,i,P , euid,i,Q in proofs

χ(3) ≥ λω(1) · χ(2) · mO(d) Gaussian width of ei∗,uid,P in proofs

I, z z := |[k] \ I| Set I of corrupt authorities in proofs

param2 (q, z, ntr,mlc, zn, (z + 1)m,S2, χ(1),
(poly(λ), χ(1), ψi, χ(1))i∈[z]) where
ψi∗ = χ(3), ψi = χ(2), i ̸= i∗

Evasive LWE parameter

DR = G mod q and 5(s1(R)2 + 1) ≤ mini χ2
i where s1(R) is the maximal singular

value of R (e.g. when (D,R) is output of TrapGen(1n, 1h, q)), it is guaranteed that
Du = v mod q and ∥ui∥ ≤ λχi for all i ∈ [h] with overwhelming probability, where
ui is the i-th entry of u. Furthermore, for any v ∈ Znq , the following distributions are
statistically close:{

(D,u)
∣∣∣∣∣ (D,R)← TrapGen(1n, 1h, q)

u← SampPre(D,R,v,
√

Σ)

}
≈

{
(D,u)

∣∣∣∣∣ (D,R)← TrapGen(1n, 1h, q)
u←$

√
Σ : Du = v mod q

}
.

If χ1 = . . . = χm = χ, we simply write SampPre(D,R,v, χ).

A.2.2 Alternative proof.

We will denote Ai =
(

⌜Ai A⌝
i

⌞Ai A⌟i

)
, where ⌜Ai ∈ Zntr×mlc

q is the “top left corner” of Ai,

and analogously for A⌝
i ∈ Zntr×mrc

q , ⌞Ai ∈ Znbr×mlc
q and A⌟i ∈ Znbr×mrc

q . Also, we slightly
modify the scheme in Fig. 9:

• In AuthSetup, let Ai be sampled from TrapGen(1n(m+1), 1h, q), where h > 2m(m+1).

• Let Σ ∈ R(mlc+mrc)×(mlc+mrc) be diagonal matrix where the first mlc entries are
χ(1) = λω(1)χ2

(0) and the rest are χ(0), which is the Gaussian parameter input to
SampPre in the KGen algorithm.

The modified parameters involved in this alternative proof are summarised in Table 6.

Proof. (Alternative.) Below write I = Icorr ⊂ [k] for the set of corrupt authorities. In
this continued proof we focus on that Case (2) bcorrupt_security = 1 happens. That is, for
all uid ∈ U there exists an honest authority i ∈ [k] \ I such that a key skuid,i from i has
not been queried.

Fix arbitrary honest authority i∗ ∈ [k] \ I, which exists since [k] ̸= I. For each uid ∈ U ,
denote by ĩuid an arbitrarily fixed honest authority from whom uid has not been queried
by the adversary, which exists by design of the security experiment.

We define the following sequence of hybrids:

• Hyb(c,alt)
b,0 : This is the real very-selective security experiment for the scheme in Fig. 9,

encrypting µb.
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Note that in this hybrid the adversary is given the following:

(Bi)i∈[k] , (Ai)i∈[k] , (tdAi
)i∈I ,P,Q, (kuid)uid∈U ,u

Uuid,i = A−1
i

(
Pkuid QKuid

B̂uid,i ⊗ kuid

)
∀i ∈ [k], uid ∈ U : i ∈ Iuid

cT
i = (sT

i | sT)Ai + eT
i ∀i ∈ [k]

cT
0 = (sT

1 | . . . | sT
k)(Ik ⊗Q) + eT

0

cT =
∑
i∈[k]

sT
iP + sT(Bfu⊗ Im) + eT + µgT

where all terms are sampled according to the distribution as in the scheme. We recall
each Uuid,i is sampled with tdAi . Relative to the case in the honest model, here the
adversary is additionally given aski = tdAi

for the corrupt authorities i ∈ I. Write
cT

0 = (cT
1,Q | . . . | cT

k,Q) where cT
i,Q = sT

iQ + eT
i,Q.

• Hyb(c,alt)
b,1 : Same as Hyb(c,alt)

b,0 , except that for all i ∈ [k] \ I, Ai is sampled uniformly
randomly and all corresponding preimages Uuid,i are sampled inefficiently. We have
Hyb(c,alt)

b,0
s≈ Hyb(c,alt)

b,1 by the properties of TrapGen from Section 3.3.

• Hyb(c,alt)
b,2 : Same as Hyb(c,alt)

b,1 , except:

– we sample uniformly random c←$ Zmq ,
– for each i ∈ [k] \ I, we sample uniformly random ci, and
– for each i ∈ [k] \ I, we sample the i-th chunk ci,Q in c0 uniformly randomly.

We show in the following that Hyb(c,alt)
b,1

c≈ Hyb(c,alt)
b,2 . Then, the theorem follows from

noting that Hyb(c,alt)
0,2

p= Hyb(c,alt)
1,2 .

Define the distribution

D(c,alt)
1,1 :=



(Bi)i∈[k]\I ,
(
⌜Ai

)
i∈[k]\I ,P,Q, (kuid,Kuid)uid∈U ,u(

⌜A−1
i (Pkuid), ⌜A−1

i (QKuid)
)

uid∈U,i∈[k]\(I∪{ĩuid})(
⌜cT
i,A = sT

i
⌜Ai + ⌜eT

i,A

)
i∈[k]\I(

cT
i,Q = sT

iQ + eT
i,Q

)
i∈[k]\I

c̃T =
∑
i∈[k]\I sT

iP + eT


(15)

where all terms are distributed as in Hybb,1, in particular ⌜A−1
i (Pkuid), ⌜A−1

i (QKuid)
are sampled (inefficiently) with Gaussian parameter χ(1), and additionally the noise
⌜ei,A ←$ χmlc

(0) . Define also the distribution

D(c,alt)
2,1 :=



(Bi)i∈[k]\I ,
(
⌜Ai

)
i∈[k]\I ,P,Q, (kuid,Kuid)uid∈U ,u(

⌜A−1
i (Pkuid), ⌜A−1

i (QKuid)
)

uid∈U,i∈[k]\(I∪{ĩuid})(
⌜cT
i,A

)
i∈[k]\I(

cT
i,Q

)
i∈[k]\I

c̃T


(16)

where all elements are distributed same as in D1,1, except that
(
⌜cT
i,A

)
i∈[k]\I

,
(
⌜cT
i,Q

)
i∈[k]\I

and c̃ are uniformly random.
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Suppose there exists a PPT A that distinguishes Hyb(c,alt)
b,1 and Hyb(c,alt)

b,2 with non-
negligible probability, then by Lemma 8 there exists a PPT B that distinguishes D1,1
and D2,1 defined above with non-negligible probability.

Now consider a PPT Samp which on input λ outputs the following:

Ã :=
(
1[k]\I ⊗P | Ik−|I| ⊗Q

)
,

P̃i :=
(
Pkuid QKuid

)
uid∈U ∀uid ∈ U , i ∈ [k] \ (I ∪

{
ĩuid
}

),

where 1[k]\I is (k − |I|)-dimensional all-one vector, and aux containing (Bi)i∈[k]\I ,P,Q,
(kuid,Kuid)uid∈U ,u together with all random coins used.

By the EvasiveLWEparam2 assumption (c.f. Table 6), there exists a PPT E that dis-
tinguishes the distributions D(c,alt)

1,2 and D(c,alt)
2,2 with non-negligible probability, where

D(c,alt)
1,2 and D(c,alt)

2,2 are defined as follows:

D(c,alt)
1,2 :=



(Bi)i∈[k]\I ,
(
⌜Ai

)
i∈[k]\I ,P,Q, (kuid,Kuid)uid∈U ,u(

sT
iPkuid + euid,i,P , sT

iQKuid + eT
uid,i,Q

)
uid∈U,i∈[k]\(I∪{ĩuid})

(sT
i
⌜Ai + ⌜eT

i,A)i∈[k]\I(
sT
iQ + eT

i,Q

)
i∈[k]\I

c̃T =
∑
i∈[k]\I sT

iP + eT


(17)

where all terms are distributed as in D1,1, additionally ei∗,uid,P ←$ χ(3) (where we recall
i∗ is arbitrary in [k] \ I defined at the beginning of the proof), and euid,i,P ←$ χ(2),
euid,i,Q ←$ χn(3) for all i ∈ [k], i ̸= i∗,

D(c,alt)
2,2 :=



(Bi)i∈[k]\I ,
(
⌜Ai

)
i∈[k]\I ,P,Q, (kuid,Kuid)uid∈U ,u(

cuid,i,P , cT
uid,i,Q

)
uid∈U,i∈[k]\(I∪{ĩuid})

(⌜cT
i,A)i∈[k]\I(

cT
i,Q

)
i∈[k]\I

c̃T


(18)

where
(
cuid,i,P , cT

uid,i,Q

)
uid∈U,i∈[k]\(I∪{ĩuid})

,
(
⌜cT
i,A

)
i∈[k]\I

,
(
⌜cT
i,Q

)
i∈[k]\I

, c̃ are uniformly

random.
We observe that the above implies a PPT distinguisher G for the following distributions

D(c,alt)
1,3 ,D(c,alt)

2,3 , given which D(c,alt)
1,2 and D(c,alt)

2,2 can be efficiently simulated respectively:

D(c,alt)
1,3 :=


(Bi)i∈[k]\I ,

(
⌜Ai

)
i∈[k]\I ,P,Q, (kuid,Kuid)uid∈U ,u

(sT
iPkuid + euid,i,P )uid∈U,i∈[k]\(I∪{ĩuid})

(sT
i
⌜Ai + ⌜eT

i,A)i∈[k]\I(
sT
iQ + eT

i,Q

)
i∈[k]\I

c̃T =
∑
i∈[k]\I sT

iP + eT

 (19)

D(c,alt)
2,3 :=


(Bi)i∈[k]\I ,

(
⌜Ai

)
i∈[k]\I ,P,Q, (kuid,Kuid)uid∈U ,u

(cuid,i,P )uid∈U,i∈[k]\(I∪{ĩuid})

(⌜cT
i,A)i∈[k]\I(

cT
i,Q

)
i∈[k]\I

c̃T

 (20)
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which are almost identical to D(c,alt)
1,2 and D(c,alt)

2,2 respectively, except that sT
iQKuid+eT

uid,i,Q

respectively cT
uid,i,Q are omitted. To simulate D(c,alt)

1,2 from D(c,alt)
1,3 , one computes

(sT
iQ + eT

i,Q)Kuid + eT
uid,i,Q = sT

iQKuid + eT
i,QKuid + eT

uid,i,Q
s≈ sT

iQKuid + eT
uid,i,Q mod q

where the last s≈ follows from noise flooding, since

χ(2) ≥ λω(1) · λ · χ(1) · χ(1) · n ≥ λω(1) ·
∥∥eT

i,Q ·Kuid
∥∥.

When sT
iQ + eT

i,Q is replaced by uniformly random cT
uid,i,Q, then the simulation becomes

also uniformly random.
But by Lemma 9 the existence of G is not possible20 under LWEn,n+2m,q,χ(1) and

LWEm,poly(n),q,χ(2),χ(1) , thus we have a contradiction. The proof is completed.

Lemma 8. If there exists a PPT A that distinguishes Hyb(c,alt)
b,1 and Hyb(c,alt)

b,2 defined
in the proof of Theorem 4 with non-negligible probability, then there exists a PPT B that
distinguishes the distributions D(c,alt)

1,1 and D(c,alt)
2,1 defined in Eq. (15) and Eq. (16) with

non-negligible probability.

Proof. Given such a PPT A, we construct such a PPT B.

Reduction. On input a sample from either D(c,alt)
1,1 or D(c,alt)

2,1 defined in Eq. (15)
and Eq. (16) respectively, let B proceed as follows:

• Parse P,Q,u from the input sample, let public parameters be pp := (P,Q,u).

• To generate the authority public and secret keys:

– For corrupt authorities i ∈ I, generate (apki, aski)← AuthSetup(pp).
– For honest authorities i ∈ [k] \ I:

∗ Parse ⌜Ai,Bi from the input sample.
∗ Sample uniformly random matrix ⌞Ai ←$ Znbr×mlc

q and a random low-norm
matrix R ←$ χmlc×mrc

(0) . Also sample a matrix Ti ∈ Znbr×mrc
q with a

trapdoor tdTi using TrapGen.
∗ Let

Ai :=
(

⌜Ai A⌝
i

⌞Ai A⌟i

)
=
(

⌜Ai 0
⌞Ai Ti

)(
I R
0 I

)
=
(

⌜Ai
⌜AiR

⌞Ai ⌞AiR + Ti

)
mod q.

∗ Set apki := (Ai,Bi).

• All key queries for the corrupt authorities i ∈ I are answered as in the scheme, using
tdAi . For each honest authority key query (uid, i,x) with i ∈ [k] \ I:

– Parse vuid,i := ⌜A−1
i (Pkuid) and Xuid,i := ⌜A−1

i (QKuid) from the input sample.
– Sample wuid,i := T−1

i (−⌞Aivuid,i) and Yuid,i := T−1
i (B̂uid,i ⊗ kuid − ⌞AiXuid,i)

using tdTi .
– Answer with

Uuid,i =
(

I −R
0 I

)(
vuid,i Xuid,i
wuid,i Yuid,i

)
=
(

vuid,i −Rwuid,i Xuid,i −RYuid,i
wuid,i Yuid,i

)
.

20Lemma 9 is almost identical to Lemma 7, except that Ai is replaced by ⌜Ai. For completeness we
provide Lemma 9.
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Note that it holds that(
⌜Ai A⌝

i

⌞Ai A⌟i

)
Uuid,i =

(
Pkuid QKuid

B̂uid,i ⊗ kuid

)
mod q.

• To generate the ciphertext, sample random s←$ Znmq and random si ←$ Znq for all
i ∈ I, and:

– For i ∈ I, compute cT
i = (sT

i | sT)Ai + eT
i,A where ei,A ←$ χmlc+mrc

(1) .

– For i ∈ [k] \ I, parse ⌜cT
i,A from the input sample, and:

∗ Compute f T
0 := ⌜cT

i,A + sT
⌞Ai + ⌞eT

i,A mod q where ⌞ei,A ←$ χmlc

(1) .

∗ Compute f T
1 := ⌜cT

i,AR + sT(⌞AiR + Ti) + e⌟T
i,A mod q where e⌟i,A ←$ χmrc

(1) .
∗ Let cT

i = (f T
0 | f T

1).
– Parse cT

i,Q for all i ∈ [k] \ I from input. Compute cT
i,Q = sT

iQ + eT
i,Q mod q for

all i ∈ I where eT
i,Q ←$ χm(1). Concatenate to obtain cT

0 = (cT
1,Q | . . . | cT

k,Q).

– Parse c̃T from input sample, compute cT := c̃T +
∑
i∈I sT

iP+sT(Bfu⊗Im)+µbgT.
– Let the ciphertext be (c, c0, c1, . . . , ck).

• Pass all terms computed above to A, then return whatever A returns.

Analysis. Below we argue that, if the input to B is D(c,alt)
1,1 , then the above simulation

is statistically close to Hyb(c,alt)
b,1 ; else if the input is D(c,alt)

2,1 , the simulation is statistically
close to Hyb(c,alt)

b,2 .
Simulating Hyb(c,alt)

b,1 : Suppose the input to B is D(c,alt)
1,1 , consider the following hybrids:

• D′
0: The simulation from B as described above, that is:

(Bi)i∈[k] , (Ai)i∈I ,

((
⌜Ai

⌜AiR
⌞Ai ⌞AiR + Ti

)
mod q

)
i∈[k]\I

,

(tdAi)i∈I ,P,Q, (kuid)uid∈U ,u

Uuid,i = A−1
i

(
Pkuid QKuid

B̂uid,i ⊗ kuid

)
∀i ∈ I, uid ∈ U : i ∈ Iuid

Uuid,i =
(

vuid,i −Rwuid,i Xuid,i −RYuid,i
wuid,i Yuid,i

)
mod q ∀uid ∈ U , i ∈ Iuid ∩ ([k] \ I)

cT
i = (sT

i | sT)Ai + eT
i ∀i ∈ I, cT

i = (f T
0 | f T

1) ∀i ∈ [k] \ I
cT

0 = (cT
1,Q | . . . | cT

k,Q)

cT := c̃T +
∑
i∈I

sT
iP + sT(Bfu⊗ Im) + µbgT

where f T
0 = ⌜cT

i,A+sT
⌞Ai+⌞eT

i,A mod q and f T
1 = ⌜cT

i,AR +sT(⌞AiR +Ti)+e⌟T
i,A mod q.

Recall that in this case ⌜cT
i,A = sT

i
⌜Ai + ⌜eT

i,A mod q for i ∈ [k] \ I.

• D′
1: We change the query answers for the honest authorities: For all i ∈ [k]\I, uid ∈ U ,

we swap(
vuid,i −Rwuid,i Xuid,i −RYuid,i

wuid,i Yuid,i

)
to

(
v′

uid,i X′
uid,i

wuid,i Yuid,i

)
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where v′
uid,i ←$ χmlc

(1) and X′
uid,i ←$ χmrc×mℓ

(1) are Gaussian subject to

Ai

(
v′

uid,i X′
uid,i

wuid,i Yuid,i

)
=
(

Pkuid QKuid
B̂uid,i ⊗ kuid

)
mod q.

We recall Ai =
(

⌜Ai
⌜AiR

⌞Ai ⌞AiR + Ti

)
mod q in the above.

We have D′
0

s≈ D′
1 by noise flooding, due to

vuid,i −Rwuid,i
s≈ v′

uid,i and Xuid,i −RYuid,i
s≈ X′

uid,i

since χ(1) ≥ λω(1) · λ2 · χ(0) · χ(0) ·mrc ≥ λω(1) · ∥R ·wuid,i∥ and χ(1) ≥ λω(1) · λ2 ·
χ(0) · χ(0) ·mrc ≥ λω(1) · ∥R ·Yuid,i∥ with overwhelming probability.
As a result all query answers are independent of R.

• D′
2: We change the ciphertext component ci for the honest authorities. For all

cT
i = (f T

0, f T
1) where i ∈ [k] \ I, we swap f T

0 from

sT
i
⌜Ai + ⌜eT

i,A + sT
⌞Ai + ⌞eT

i,A to sT
i
⌜Ai + sT

⌞Ai + ⌞eT
i,A,

and we swap f T
1 from

(sT
i
⌜Ai + ⌜eT

i,A)R + sT(⌞AiR + Ti) + e⌟T
i,A to sT

i
⌜AiR + sT(⌞AiR + Ti) + e⌟T

i,A.

We have D′
1

s≈ D′
2 by noise flooding, due to

⌜eT
i,A + ⌞eT

i,A
s≈ ⌞eT

i,A and ⌜eT
i,AR + e⌟T

i,A
s≈ e⌟T

i,A,

since χ(1) ≥ λω(1) · λ · χ(0) ≥ λω(1) ·
∥∥⌜ei,A∥∥ and χ(1) ≥ λω(1) · λ · χ(0) · χ(0) ·mrc ≥

λω(1) ·
∥∥∥⌜eT

i,AR
∥∥∥. As a result we have for i ∈ [k] \ I

cT
i = (f T

0 | f T
1) = (sT

i
⌜Ai + sT

⌞Ai + ⌞eT
i,A | sT

i
⌜AiR + sT(⌞AiR + Ti) + e⌟T

i,A)

= (sT
i | sT)

(
⌜Ai

⌜AiR
⌞Ai ⌞AiR + Ti

)
+ (⌞eT

i,A | e⌟T
i,A)

= (sT
i | sT)Ai + eT

i mod q.

• D′
3: We change the apk for the honest authorities: For all i ∈ [k] \ I, we swap

apki =
(

⌜Ai
⌜AiR

⌞Ai ⌞AiR + Ti

)
mod q to a uniformly random Ai.

We have D′
2

s≈ D′
3. This follows from (1) ⌜Ai and ⌞Ai are uniformly random, and

hence (2) ⌜AiR mod q and ⌞AiR mod q are statistically close to uniform by Lemma 4,
which applies since χ(1) ≥ ω(

√
logmlc) and mlc ≥ 2(ntr + nbr) log q.

Observe D′
3

p= Hyb(c,alt)
b,1 . Thus we conclude B statistically simulates Hyb(c,alt)

b,1 .
Simulating Hyb(c,alt)

b,2 : Suppose the input to B is D(c,alt)
2,1 , consider the following hybrids:

• D′
0: The simulation output by B as described. Recall that in this case ⌜cT

i,A is
uniformly random for i ∈ [k] \ I.
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• D′
1: We change the query answers for the honest authorities: For all i ∈ [k]\I, uid ∈ U ,

we swap(
vuid,i −Rwuid,i Xuid,i −RYuid,i

wuid,i Yuid,i

)
to

(
v′

uid,i X′
uid,i

wuid,i Yuid,i

)
where v′

uid,i ←$ χmlc

(1) and X′
uid,i ←$ χmrc×mℓ

(1) are Gaussian subject to

Ai

(
v′

uid,i X′
uid,i

wuid,i Yuid,i

)
=
(

Pkuid QKuid
B̂uid,i ⊗ kuid

)
mod q.

We have D′
0

s≈ D′
1 by the same argument as in the previous case.

• D′
2: We change apki and the ciphertext component ci for the honest authorities: For

all i ∈ [k] \ I, we swap apki =
(

⌜Ai
⌜AiR

⌞Ai ⌞AiR + Ti

)
and cT

i = (⌜cT
i,A + sT

⌞Ai + ⌞eT
i,A |

⌜cT
i,AR + sT(⌞AiR + Ti) + e⌟T

i,A) to uniformly random.

We have D′
1

s≈ D′
2. This follows from (1) ⌜Ai, ⌞Ai and ⌜cT

i,A are uniformly random,
and hence (2) ⌜AiR mod q, ⌞AiR mod q and ⌜cT

i,AR mod q are statistically close to
uniform by Lemma 4, which applies since χ(0) ≥ ω(

√
logmlc) and mlc ≥ 2(ntr +

nbr + 1) log q.

Observe D′
2

p= Hyb(c,alt)
b,2 . Thus we conclude B statistically simulates Hyb(c,alt)

b,2 . This
completes the proof.

Lemma 9. For the distributions D(c,alt)
1,3 and D(c,alt)

2,3 defined in Eq. (19) and Eq. (20),
we have D(c,alt)

1,3
c≈ D(c,alt)

2,3 assuming

LWEn,n+2m,q,χ(1) and LWEm,poly(n),q,χ(2),χ(1) .

Proof. Continue with the notation in the proof of Theorem 4, where we have let i∗ ∈ [k]\I
be an arbitrarily fixed honest authority (which exists because [k] ̸= I), and for each
uid ∈ U , we have let ĩuid ∈ [k] \ I be an honest authority where uid is not queried by the
adversary (which exists by design of security experiment).

We define the following sequence of hybrid distributions:

• D(c,alt)
1,3 as in Eq. (17).

• D1,3,1: For each uid ∈ U , if i∗ ̸= ĩuid, then do the following:
We swap sT

i∗Pkuid + ei∗,uid,P to ∑
i∈[k]\I

sT
iP + eT

kuid −

 ∑
i∈[k]\I:i ̸=i∗

sT
iPkuid + euid,i,P

+ ei∗,uid,P

We have D(c,alt)
1,3

s≈ D1,3,1 by noise flooding, which is due to the equality

sT
i∗Pkuid =

 ∑
i∈[k]\I

sT
iP

kuid −
∑

i∈[k]\I:i ̸=i∗
sT
iPkuid.

and that
ei∗,uid,P

s≈ eTkuid −
∑

i∈[k]\I:i ̸=i∗
euid,i,P + ei∗,uid,P ,
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since

χ(3) ≥ λω(1)(λ2χ2
(1)m+ λkχ(2)) ≥ λω(1)

∥∥∥∥∥∥eTkuid −
∑

i∈[k]\I:i ̸=i∗
euid,i,P

∥∥∥∥∥∥.
Notice that inD1,3,1 the remaining terms involving si∗ are sT

i∗
⌜Ai∗ +⌜eT

i∗,A, sT
i∗P+eT

i∗,P ,
and sT

i∗Q + eT
i∗,Q.

• D1,3,2: We swap

sT
i∗

⌜Ai∗ + ⌜eT
i∗,A, sT

i∗P + eT
i∗,P and sT

i∗Q + eT
i∗,Q

to uniformly random.
We have D1,3,1

c≈ D1,3,2 by the LWEn,n+2m,q,χ(1) , assumption.
Notice that as a result c̃ is also uniformly random.

• D1,3,3: For all uid ∈ U , all i ∈ [k] \ (I ∪ {i∗}), we swap

sT
iPkuid + euid,i,P to (sT

iP + ẽT
uid,i,P )kuid + euid,i,P

where ẽuid,i,P ←$ χm(1).

We have D1,3,2
s≈ D1,3,3 by noise flooding, due to ẽT

uid,i,Pkuid + euid,i,P
s≈ euid,i,P since

χ(2) ≥ λω(1)λ2χ(1)χ(1)m ≥ λω(1)
∥∥ẽT

uid,i,Pkuid
∥∥.

• D1,3,4: For all uid ∈ U , all i ∈ [k] \ (I ∪ {i∗}), we swap

(sT
iP + ẽT

uid,i,P )kuid + euid,i,P to bT
uid,i,Pkuid + euid,i,P

where bT
uid,i,P is uniformly random, and we also swap

sT
iQ + eT

i,Q and sT
i
⌜Ai + ⌜eT

i,A

to uniformly random.
We have D1,3,3

c≈ D1,3,4 by the LWEn,n+2m,q,χ(1) , assumption.

• D1,3,5: For all uid ∈ U , all i ∈ [k] \ (I ∪ {i∗}), we swap

bT
uid,i,Pkuid + euid,i,P

to uniformly random.
We have D1,3,4

c≈ D1,3,5 by the (low-norm) LWEm,poly(n),q,χ(2),χ(1) assumption.

Observe that D1,3,5
p= D(c,alt)

2,3 , the proof is completed.

B Proofs for MC-ABE
We provide the remaining proofs for the MC-ABE construction. For clarity we also restate
the theorem and lemma appeared in the main content.
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B.1 Proof of Lemma 6
Lemma 6. For the distributions D(h)

1,2 and D(h)
2,2 defined in Eq. (7) and Eq. (8), we have

D(h)
1,2

c≈ D(h)
2,2 assuming

LWEn,2m(m+2),q,χ(0) and TensorLWEn,(k+2)m+1,q,χ(0),χ(0),ℓ,Q.

Proof. We define the following sequence of hybrid distributions:

• D(h)
1,2 as in Eq. (7).

• D1,2,1: For each cid ∈ C, we swap sT
2Pkcid + e2,cid,P to ∑

i∈[2,k]

sT
iP + sT(v⊗ Im) + eT

kcid −
∑
i∈[3,k]

(sT
iPkcid + eT

cid,i,P )

−
[
sT(A⊗ kcid) + eT

cid,A |(
sT(B̂cid∗,1 ⊗ kcid) + eT

cid∗,cid,1,B | (sT(B̂cid,i ⊗ kcid) + eT
cid,i,B − eT

i,QKcid)i∈[2,k]

)
·HB,f∗,xcid∗,cid

]
· rf∗

+ (0 | sT(Grf∗ ⊗ kcid) + ef∗,cid) + e1,cid,P

where ef∗,cid ←$ χ(0), xT
cid∗,cid := (xT

cid∗,1 | xT
cid,2 | . . . | xT

cid,k), (sT(B̂cid,i ⊗ kcid) +
eT

cid,i,B)i∈[k] denotes the horizontal concatenation of sT(B̂cid,i⊗kcid)+eT
cid,i,B , f∗ ∈ F

is any function such that f∗(xcid∗,cid) = 1, and rf∗ := (A | Bf∗)−1(v). Note that in
the above we make use of sT(B̂cid∗,1 ⊗ kcid) + eT

cid∗,cid,1,B , and for i ∈ [2, k], the term
sT(B̂cid∗,i ⊗ kcid) + eT

cid∗,i,B − eT
i,QKcid is obtained from

(sT
iQKcid + sT(B̂cid∗,i ⊗ kcid) + eT

cid∗,i,B)− (sT
iQ + eT

i,Q)Kcid.

We have D(h)
1,2

s≈ D1,2,1 by noise flooding, which is due to the equality

sT
2Pkcid

=

 ∑
i∈[2,k]

sT
iP + sT(v⊗ Im)

kcid −
∑
i∈[3,k]

sT
iPkcid

− (sT(A⊗ kcid) | (sT(B̂cid,i ⊗ kcid), (sT(B̂cid,i ⊗ kcid))i∈[2,k])HB,f∗,xcid∗,cid)rf∗

+ (0 | sT(Grf∗ ⊗ kcid))

and that

e2,cid,P
s≈ eTkcid −

∑
i∈[3,k]

ecid,i,P

−
(
eT

cid,A | (eT
cid∗cid,1,B , (eT

cid,i,B − eT
i,QKcid)i∈[2,k])HB,f∗,xcid∗,cid)

)
rf∗

+ ef∗,cid + e2,cid,P

because

χ(2) ≥ λω(1) · poly(λ,m)(χ2
(0) + kχ(1) + χ(1)ℓm

O(d)σ)
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≥ λω(1)

∥∥∥∥∥eTkcid −
∑
i∈[3,k]

ecid,i,P + ef∗,cid

−
(
eT

cid,A | (eT
cid∗,cid,1,B | (eT

cid,i,B − eT
i,Q)i∈[2,k])HB,f∗,xcid∗,cid

)
rf∗

∥∥∥∥∥
Notice that the only remaining terms in D1,2,1 involving s2 are sT

2C2 +eT
2,C , sT

2QKcid +
sT(B̂cid,2 ⊗ kcid) + eT

cid,2,B , sT
2Q + eT

2,Q and sT
2P + eT

2,P . Also, looking ahead, to argue
the above simulation is pseudorandom, it suffices to argue sT(Grf∗ ⊗ kcid) + eT

f∗,cid
is.

• D1,2,2: For all cid ∈ C, all i ∈ [2, k], we swap

sT
iQKcid + sT(B̂cid,i ⊗ kcid) + eT

cid,i,B

to (sT
iQ + eT

i,Q)Kcid + sT(B̂cid,i ⊗ kcid) + eT
cid,i,B .

We have D1,2,1
s≈ D1,2,2 by noise flooding, since χ(1) ≥ λω(1) · λ · χ(0) · χ(0) · n ≥

λω(1) ·
∥∥eT

i,Q ·Kcid
∥∥. Now in D1,2,2 the remaining terms involving s2 are sT

2C2 + eT
2,A,

sT
2Q + eT

2,Q, and sT
2P + eT

2,P .

• D1,2,3: We swap

sT
2C2 + eT

2, sT
2Q + eT

2,Q and sT
2P + eT

to uniformly random.
We have D1,2,2

c≈ D1,2,3 by the LWEn,2m(m+2),q,χ(0) assumption.
Notice that as a result c is also uniformly random.

• D1,2,4: For each i ∈ [3, k] and all cid ∈ C, we swap

sT
iPkcid + ecid,i,P to (sT

iP + ẽT
cid,i,P )kcid + ecid,i,P .

where ẽcid,i,P ←$ χ(0).
We have D1,2,3

s≈ D1,2,4 by noise flooding, due to ẽT
cid,i,Pkcid + ecid,i,P

s≈ +ecid,i,P

since χ(1) ≥ λω(1)λ2χ(0)χ(0) ≥ λω(1)
∥∥ẽT

cid,i,Pkcid
∥∥.

• D1,2,5: For each i ∈ [3, k] and all cid ∈ C, we swap

(sT
iP + ẽT

cid,i,P )kcid + ecid,i,P to bT
cid,i,Pkcid + ecid,i,P

where bT
cid,i,P is uniformly random, and we also swap

sT
iCi + eT

i and sT
iQ + eT

i,Q

to uniformly random.
We have D1,2,4

c≈ D1,2,5 by the LWEn,2m(m+2),q,χ(0) assumption.

• D1,2,6: For all cid ∈ C, all i ∈ [3, k], we swap

bT
cid,i,Pkcid + ecid,i,P

to uniformly random.
We have D1,2,5

c≈ D1,2,6 by the (low-norm) LWEm,poly(n),q,χ(1),χ(0) assumption.
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• D1,2,7: For all cid ∈ C and the f∗ picked in D1,2,1, we swap the terms

sT(B̂cid,i ⊗ kcid) + eT
cid,i,B ∀i ∈ [2, k], sT(B̂cid∗,1 ⊗ kcid) + eT

cid∗,cid,1,B ,

sT(A⊗ kcid) + eT
cid,A, sT(Grf∗ ⊗ kcid) + ef∗,cid

to uniformly random.
Note that Grf∗ mod q is statistically close to uniformly random. Then, we have
D1,2,6

c≈ D1,2,7 by the TensorLWEn,(k+2)m+1,q,χ(0),χ(0),ℓ,Qwhere the set Q contains all
queries xcid,i from the adversary.

Observe that D1,2,7
p= D(h)

2,2 as in Eq. (8), and the proof is completed.

B.2 Continued proof of Theorem 6 (corruption)
Theorem 6. For parameters as in Table 5, ΠMC is IND-CPA-secure without missing
ciphertexts (Definition 7) assuming

LWEn,2m(m+2),q,χ(0) , LWEm,poly(n),q,χ(1),χ(0) ,

TensorLWEn,(k+2)m+1,q,χ(0),χ(0),ℓ,Q EvasiveLWEparam0 and EvasiveLWEparam1

in the (non-programmable) random oracle model.

Proof. (Continued.) Below write J = Jcorr ⊂ [2, k] for the set of corrupt encryptors. In
this continued proof we focus on that Case (2) bcorrupt_security = 1 happens. That is, there
exists an honest encryptor i ∈ [2, k] \ J such that a ciphertext ctxtcid,i∗,x from i has not
been queried.

Fix arbitrary honest encryptor i∗ ∈ [k]\J , which exists since [k] ̸= J . For each cid ∈ C,
denote by ĩcid an arbitrarily fixed honest encryptor from whom a ciphertext on cid has not
been queried by the adversary, which exists by design of the security experiment.

We define the following sequence of hybrids:

• Hyb(c)
b,0: This is the real security experiment for the scheme in Fig. 10, encrypting µb,

and conditioned on that bcorrupt_security = 1.
Recall that in this hybrid the adversary is given the following:

A, (Bi)i∈[k] , (Ci)i∈[2,k] , (tdCi
)i∈J ,P,Q, (kcid,Kcid)cid∈C ,v

rf = (A | Bf )−1(v) ∀f ∈ F

Ucid,i = C−1
i

(
Pkcid QKcid

B̂cid,i ⊗ kcid

)
∀cid ∈ C, i ∈ Jcid ∩ [2, k]

ĉT = sT(A⊗ kcid) + êT

cT
1 = sT((B− xT ⊗G)⊗ kcid) + eT

1

cT
i = (sT

i | sT)Ci + eT
i ∀i ∈ [2, k]

cT
0 := (sT

2 | . . . | sT
k)(Ik−1 ⊗Q) + eT

0

cT =
∑
i∈[2,k]

sTP + sT(v⊗ In) + eT + µb · gT

where all terms are sampled according to the distribution as in the scheme. We
recall each rf is sampled with tdA. Relative to the case in the honest model, here
the adversary is additionally given aski = tdCi for the corrupted authorities i ∈ J .
Write cT

0 = (cT
2,Q | . . . | cT

k,Q) where cT
i,Q = sT

iQ + eT
i,Q.
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• Hyb(c)
b,1: Same as Hyb(c)

b,0, except that for all i ∈ [2, k] \ J , Ci is sampled uniformly
randomly and all (entries of the) corresponding preimages Ucid,i are sampled (ineffi-
ciently) from the Gaussian distribution with parameter τ , subject to

CiUcid,i =
(

Pkcid QKcid
B̂cid,i ⊗ kcid

)
.

We have Hyb(c)
b,0

s≈ Hyb(c)
b,1 by the properties of TrapGen from Section 3.3.

• Hyb(c)
b,2: Same as Hyb(c)

b,1, except:

– we sample uniformly random c←$ Zmq ,
– for each i ∈ [2, k] \ J , we sample uniformly random ci, and
– for each i ∈ [2, k] \ J , we sample the i-th chunk ci,Q in c0 uniformly randomly.

We show in the following that Hyb(c)
b,1

c≈ Hyb(c)
b,2. Then, the theorem follows from noting

that Hyb(c)
0,2

p= Hyb(c)
1,2, since in both hybrids the component c in the challenge ciphertext is

chosen uniformly randomly.
Define the distribution

D(c)
1,1 :=



(Bi)i∈[k] , (Ci)i∈[2,k]\J ,P,Q, (kcid,Kcid)cid∈C ,(
C−1
i

(
Pkcid QKcid

B̂cid,i ⊗ kcid

))
cid∈C,i∈[2,k]\(J ∪{ĩcid})

(sT
iCi + eT

i )i∈[2,k]\J(
sT
iQ + eT

i,Q

)
i∈[2,k]\J

cT =
∑
i∈[2,k]\J sT

iP + eT


(21)

where all terms are distributed as in Hyb(c)
b,1. We note that in the above distribution, the

LWE samples ci are w.r.t. Ci, whereas the preimages are w.r.t. (the full) Ci. Define also
the distribution

D(c)
2,1 :=



(Bi)i∈[k] , (Ci)i∈[2,k]\J ,P,Q, (kcid,Kcid)cid∈C ,(
C−1
i

(
Pkcid QKcid

B̂cid,i ⊗ kcid

))
cid∈C,i∈[2,k]\(J ∪{ĩcid})

(cT
i )i∈[2,k]\J(

cT
i,Q

)
i∈[2,k]\J
cT


(22)

where all elements are distributed same as in D(c)
1,1, except that (cT

i )i∈[2,k]\J , (cT
i,Q)i∈[2,k]\J

and c̃ are uniformly random.21

Suppose there exists a PPT A that distinguishes Hyb(c)
b,1 and Hyb(c)

b,2 with non-negligible
probability, then it is easy to see that22 there exists a PPT B that distinguishes D(c)

1,1 and
D(c)

2,1 defined above with non-negligible probability.
21The distributions in Eq. (21) and Eq. (22) are respectively the same as those in Eq. (9) and Eq. (10)

from the proof of our MA-ABE scheme up to renaming: here having Ci in place of Ai and running
variables i ∈ [2, k] \ J in place of [k] \ J . The rest of the proof, which boils down to showing that the
two distributions are computationally close, thus follows analogously. For completeness we nevertheless
include the full proof.

22The simulation is analogous to Proposition 1 for the proof of our MA-ABE scheme. In addition, the
reduction samples v and (A, tdA) itself, using which it can generate both the authority query answers
rf = (A | Bf )−1(v) and the ciphertext component ĉ.
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Now consider a PPT Samp which on input λ outputs the following:

Ã :=
(
1[2,k]\J ⊗P | Ik−|J | ⊗Q

)
,

P̃i :=
(

Pkcid QKcid
B̂cid,i ⊗ kcid

)
cid∈U

∀cid ∈ U , i ∈ [k] \ (J ∪
{
ĩcid
}

),

where 1[2,k]\J ∈ {0, 1}k−1−|J | is the all-one vector, and aux containing (Bi)i∈[k] ,P,Q,
(kcid,Kcid)cid∈U together with all random coins used.

Then, by the EvasiveLWEparam1 assumption (c.f. Table 5), there exists a PPT E that
distinguishes the distributions D(c)

1,2 and D(c)
2,2 with non-negligible probability, where D(c)

1,2

and D(c)
2,2 are defined as follows:

D(c)
1,2 :=



(Bi)i∈[k] , (Ci)i∈[2,k]\J ,P,Q, (kcid,Kcid)cid∈C ,(
sT
iPkcid + ecid,i,P , sT

iQKcid + eT
cid,i,Q

)
cid∈C,i∈[2,k]\(J ∪{ĩcid})

(sT
iCi + eT

i )i∈[2,k]\J ,(
sT
iQ + eT

i,Q

)
i∈[2,k]\J

cT =
∑
i∈[2,k]\J sT

iP + eT

 (23)

where all terms are distributed as in D1,1, additionally ei∗,cid,P ←$ χ(2) where i∗ is arbitrary
in [2, k] \ J (which exists since J ̸= [2, k]), and ecid,i,P ←$ χ(1), ecid,i,Q ←$ χn(2) for all
i ∈ [2, k], i ̸= i∗.

D(c)
2,2 :=



(Bi)i∈[k] , (Ci)i∈[2,k]\J ,P,Q, (kcid,Kcid)cid∈C ,(
ccid,i,P , cT

cid,i,Q

)
cid∈C,i∈[2,k]\(J ∪{ĩcid})

(cT
i )i∈[2,k]\J ,(

cT
i,Q

)
i∈[2,k]\J
cT

 (24)

where all
(
ccid,i,P , cT

cid,i,Q

)
cid∈C,i∈[2,k]\(J ∪{ĩcid})

, (cT
i )i∈[2,k]\J ,

(
cT
i,Q

)
i∈[2,k]\J and c are all

uniformly random.
We observe that the above implies a PPT distinguisher G for the following distributions

D(c)
1,3,D(c)

2,3, given which D(c)
1,2 and D(c)

2,2 can be efficiently simulated respectively:

D(c)
1,3 :=


(Bi)i∈[k] , (Ci)i∈[2,k]\J ,P,Q, (kcid,Kcid)cid∈C ,

(sT
iPkcid + ecid,i,P )cid∈C,i∈[2,k]\(J ∪{ĩcid})

(sT
iCi + eT

i )i∈[2,k]\J ,(
sT
iQ + eT

i,Q

)
i∈[2,k]\J

cT =
∑
i∈[2,k]\J sT

iP + eT

 (25)

D(c)
2,3 :=


(Bi)i∈[k] , (Ci)i∈[2,k]\J ,P,Q, (kcid,Kcid)cid∈C ,

(ccid,i,P )cid∈C,i∈[2,k]\(J ∪{ĩcid})
(cT
i )i∈[2,k]\J ,(

cT
i,Q

)
i∈[2,k]\J
cT

 (26)

which are almost identical to D(c)
1,2 and D(c)

2,2 respectively, except that sT
iQKcid + eT

cid,i,Q

respectively cT
cid,i,Q are omitted. To simulate D(c)

1,2 from D(c)
1,3, one computes

(sT
iQ + eT

i,Q)Kcid + eT
cid,i,Q = sT

iQKcid + eT
i,QKcid + eT

cid,i,Q
s≈ sT

iQKcid + eT
cid,i,Q mod q
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where the last s≈ follows from noise flooding, since

χ(2) ≥ λω(1) · λ · χ(0) · χ(0) · n ≥ λω(1) ·
∥∥eT

i,Q ·Kcid
∥∥.

When sT
iQ + eT

i,Q is replaced by uniformly random cT
cid,i,Q, then the simulation becomes

also uniformly random.
But by Lemma 10 the existence of G is not possible under the LWEn,2m(m+2),q,χ(0) and

LWEm,poly(n),q,χ(1),χ(0)assumptions, thus we have a contradiction. The theorem follows.

Lemma 10. For the distributions D(c)
1,3 and D(c)

2,3 defined in Eq. (25) and Eq. (26), we have
D(c)

1,3
c≈ D(c)

2,3 assuming

LWEn,2m(m+2),q,χ(0) and LWEm,poly(n),q,χ(1),χ(0) .

Proof. Continue with the notation in the proof of Theorem 6, where we have let i∗ ∈ [k]\J
be an arbitrarily fixed honest encryptor (which exists because [k] ̸= J ), and for each
cid ∈ C, we have let ĩcid ∈ [k] \ J be an honest encryptor where cid is not queried by the
adversary (which exists by design of security experiment).

We define the following sequence of hybrid distributions:

• D(c)
1,3 as in Eq. (23).

• D1,3,1: For each cid ∈ C, if i∗ ̸= ĩcid, then do the following:
We swap sT

i∗Pkcid + ei∗,cid,P to ∑
i∈[2,k]\J

sT
iP + eT

kcid −

 ∑
i∈[2,k]\J :i ̸=i∗

sT
iPkcid + ecid,i,P

+ ei∗,cid,P .

We have D(c)
1,3

s≈ D1,3,1 by noise flooding, which is due to the equality

sT
i∗Pkcid =

 ∑
i∈[2,k]\J

sT
iP

kcid −
∑

i∈[2,k]\J :i̸=i∗
sT
iPkcid.

and that
ei∗,cid,P

s≈ eTkcid −
∑

i∈[2,k]\J :i ̸=i∗
ecid,i,P + ei∗,cid,P ,

since

χ(2) ≥ λω(1)(λ2mχ2
(0) + kλχ(1)) ≥ λω(1) ·

∥∥∥∥∥∥eTkcid −
∑

i∈[2,k]\J :i ̸=i∗
ecid,i,P

∥∥∥∥∥∥
Otherwise, if i∗ = ĩcid, then do nothing. The effect of this swap is that, for all cid ∈ C,
the term sT

i∗Pkcid + ecid,i,P no longer exists in D1,3,1 (and is instead simulated by the
other terms, where the expression includes LWE samples with secret sĩcid

).
As a result, the only remaining terms in D1,3,1 involving si∗ are sT

i∗Ci∗ +eT
i∗ , sT

i∗P+eT,
and sT

i∗Q + eT
i∗,Q.

• D1,3,2: We swap

sT
i∗Ci∗ + eT

i∗ , sT
i∗P + eT

i∗,P and sT
i∗Q + eT

i∗,Q

to uniformly random.
We have D1,3,1

c≈ D1,3,2 by the LWEn,2m(m+2),q,χ(0) assumption. Notice that as a
result c is also uniformly random.
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• D1,3,3: For all cid ∈ C, all i ∈ [2, k] \ (J ∪ {i∗}), we swap

sT
iPkcid + ecid,i,P to (sT

iP + ẽT
cid,i,P )kcid + ecid,i,P .

where ẽcid,i,P ←$ χm(0).

We have D1,3,2
s≈ D1,3,3 by noise flooding, since ẽT

cid,i,Pkcid +ecid,i,P
s≈ ecid,i,P , because

χ(1) ≥ λω(1)λ2χ(0)χ(0) ≥ λω(1)
∥∥ẽT

cid,i,Pkcid
∥∥.

• D1,3,4: For all cid ∈ C, all i ∈ [2, k] \ (J ∪ {i∗}), we swap

(sT
iP + ẽcid,i,P )kcid + ecid,i,P to bT

cid,i,Pkcid + ecid,i,P

where bT
cid,i,P is uniformly random, and we also swap

sT
iQ + eT

i,Q and sT
iCi + eT

i

to uniformly random.
We have D1,3,3

c≈ D1,3,4 by the LWEn,2m(m+2),q,χ(0) assumption.

• D1,3,5: For all cid ∈ C, all i ∈ [k] \ (J ∪ {i∗}), we swap

bT
cid,i,Pkcid + ecid,i,P

to uniformly random.
We have D1,3,4

c≈ D1,3,5 by the (low-norm) LWEm,poly(n),q,χ(1),χ(0) assumption.

Observe that D1,3,5
p= D(c)

2,3 as in Eq. (26), the proof is completed.

C On Stronger Security with Corruption
We discuss why it is difficult to achieve stronger security in presence of corrupt authorities.
Consider an adversary who requests a ciphertext for some function f which is independent
of the i∗-th input. The adversary corrupts authority i∗, and requests a secret key skuid,i,xi

for each i ≠ i∗ such that f(x1, . . . ,xk) = 1 for any possible xi∗ . An ideal MA-ABE scheme
would have security against the above attack.

Security for the above scenario, however, is difficult to achieve at least with a construc-
tion template based on LWE and homomorphic computation techniques. Consider some
ciphertext with LWE samples of the form sTB

:::
where B is reserved for policy checking

via homomorphic computations. Now since multiple authorities are contributing to such
computation, the secret s is “shared” across the authorities, and as such information about
s can be leaked to an adversary via any corrupt authority. The alternative of letting the
secret individual to each authority i sacrifices correctness, since with components of the
form sT

iB
:::

, computing on both si and B results in cross-terms across authorities which

cannot be cancelled out (due to non-interactiveness of authorities). On the other hand,
any other components independent of policy evaluation is not governed by the condition
f(x1, . . . ,xk) = 1.

For our construction, the strong security mentioned in the beginning cannot be achieved
for the same reason. In particular, we observe the following. First, the adversary can
learn the LWE secrets si∗ and s in the challenge ciphertext using the trapdoor of Ai∗ ,
and compute the masking terms sT

i∗Pkuid and sT(Bfu⊗ kuid). Second, the adversary can
combine sT

iAi
::::

in the challenge ciphertext with the top part of a secret key skuid,i,xi
, i.e.
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A−1
i (Pkuid | QKuid), for any xi to obtain the masking terms sT

iPkuid
::::::

for each i ≠ i∗. Using

the above, the adversary can recover µgTkuid
::::::

, which is short if µ = 0.
Due to the above, we settle for the slightly weaker security notion in face of corruption,

where we require that for each uid there exists an honest authority from which the adversary
has not queried a key for uid. We remark that for any non-monotone function f which,
the attribute xi∗ of any authority i∗ has influence on the final output of f regardless of
attributes from other authorities i ̸= i∗, security in our weaker model implies the stronger
one mentioned above. This is the case for a variety of typical non-monotone functions,
such as the parity function, “A and B and not C”, or more generally most low-degree
polynomials.

D Witness Encryption from MI-ABE
Witness Encryption. Recall that a witness encryption scheme (WE) for a relation R
consists of an encryption algorithm Enc which takes as input a statement ψ and a message
m and produces a ciphertext c. Correctness requires that Dec(w, c) = m if w is a witness
for ψ being in the NP language LR induced by R, i.e. R(ψ,w) = 1. In turn, security
requires that when ψ /∈ LR, then Enc(ψ,m) and Enc(ψ, 0|m|) are indistinguishable.

MI-ABE ⇒ WE. Brakerski et al. [BJK+18] show that MI-ABE implies WE via the
following simple construction: Let R be an NP-relation and assume for simplicity that
statement size equals witness size. Given a statement ψ, the encryptor does the following:

• Spawn an authority and generate a secret key skf for the function

f(X2, . . . , X|ψ|+1) := 1⊕R(ψ,X2 | . . . | X|ψ|+1).

• Run Enc1 (associated to an arbitrary attribute x1) to generate a ciphertext ctxt1
encrypting the message m.

• For i ∈ [2, |ψ| + 1], run Enci twice to generate ctxti,0 and ctxti,1 associate to the
attributes xi = 0 and xi = 1 respectively.

• Output (skf , ctxt1, (ctxti,b)i∈[2,|ψ|+1],b∈{0,1}) as a ciphertext.

MI-ABE correctness indeed allows to decrypt when knowing a witness w using

(ctxti,wi
)i∈[k]×{0,1},

since f(w1, . . . , wk) = 1⊕R(ψ,w1||..||wk) = 0. In turn, when there is no witness such that
R(ψ,w) = 1, the MI-ABE security requires that ciphertext c is indistinguishable from an
encryption of 0|m|, thus implying both security and correctness of witness encryption.

Given that witness encryption is a very strong cryptographic primitive, the above
implication indicates that MI-ABE schemes are very challenging to construct, let alone to
prove secure.

Ciphertext Identity. Our proof of the AYY MI-ABE scheme [AYY22] in the CID
model (cf. Section 5) circumvents the above difficulty by introducing a ciphertext identifier.
Namely, encryptors give away ciphertexts ctxtcid,i,xi

for a specific ciphertext identifier cid,
and for each cid, an encryptor only gives away a key for a single attribute. In this way,
the WE construction by Brakerski et al. [BJK+18] can no longer be implemented, while
the core MI-ABE functionality is retained.
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