
IACR Communications in Cryptology
ISSN 3006-5496, Vol. 1, No. 3, 21 pages.

https://doi.org/10.62056/abkp2c3w9p
Check for updates

Information Theoretic Evaluation of
Raccoon’s Side-Channel Leakage

Dinal Kamel1 , François-Xavier Standaert1 and Olivier Bronchain2

1 UCLouvain, Crypto Group, Louvain-la-Neuve, Belgium
2 NXP Semiconductors, Leuven, Belgium

Abstract. Raccoon is a lattice-based scheme submitted to the NIST 2022 call
for additional post-quantum signatures. One of its main selling points is that its
design is intrinsically easy to mask against side-channel attacks. So far, Raccoon’s
physical security guarantees were only stated in the abstract probing model. In this
paper, we discuss how these probing security results translate into guarantees in more
realistic leakage models. We also highlight that this translation differs from what is
usually observed (e.g., in symmetric cryptography), due to the algebraic structure of
Raccoon’s operations. For this purpose, we perform an in-depth information theoretic
evaluation of Raccoon’s most innovative part, namely theAddRepNoise function which
allows generating its arithmetic shares on-the-fly. Our results are twofold. First,
we show that the resulting shares do not enforce a statistical security order (i.e.,
the need for the side-channel adversary to estimate higher-order moments of the
leakage distribution), as usually expected when masking. Second, we observe that the
first-order leakage on the (large) random coefficients manipulated by Raccoon cannot
be efficiently turned into leakage on the (smaller) coefficients of its long-term secret.
Concretely, our information theoretic evaluations for relevant leakage functions also
suggest that Raccoon’s masked implementations can ensure high security with less
shares than suggested by a conservative analysis in the probing model.
Keywords: Post-Quantum Cryptography · Signature Schemes · Side-Channel
Analysis · Masking Countermeasure · CRYSTALS-Dilithium · Raccoon

1 Introduction
In parallel to its standardization in 2022, the secure implementation of CRYSTALS-
Dilithium has been shown to be non-trivial due to different attack vectors, for example
including [RJH+18, LZS+21, UMTS22, BVC+23]. As a result it has been concluded that
protecting Dilithium against leakage requires masking all its operations, which implies
overheads that are roughly quadratic in the number of shares [MGTF19, ABC+23].

Originally introduced at IEEE S&P 2023 [dPPRS23], Raccoon is an alternative signature
algorithm that has been submitted to the NIST call for additional post-quantum signature
schemes.1 One of the main selling points of Raccoon is that the fine-tuning of its parameters
enables to make its design more amenable to the masking countermeasure, and therefore
to reduce its implementation overheads from quadratic to quasi-linear.

From the leakage viewpoint, the critical operation that discriminates the design of
Dilithium from the one of Raccoon, on which this paper is focused, is the generation of a
signature z from a challenge c, long-term secret s and randomness r as z = c ◦ s + r.2
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In the case of Dilithium, and as detailed in [ABC+23], a Boolean-to-arithmetic conver-
sion is necessary in order to generate the arithmetic shares of r based on binary random
values (which are generated with SHA3 in Dilithium’s standard version).

By contrast, in the case of Raccoon, a specific procedure denoted as AddRepNoise is
used and allows generating the arithmetic shares of r on-the-fly, without relying on a
Boolean-to-arithmetic conversion. The authors of Raccoon show that this procedure is
secure in the probing model [ISW03]. Yet, contrary to the vast majority of existing proofs
in this model, their simulation is not perfect. The authors rather use a statistical argument
based on the Rényi divergence to show that the simulation error is small enough.3

While proofs in the probing model are usually an important step towards secure
implementations, turning them into practical security guarantees requires analyses in
more concrete leakage models, such as the noisy leakage model [PR13]. In the context
of symmetric cryptography, where most simulations are perfect, it is possible to leverage
security reductions from one leakage model to the other. As a result, the conceptual match
between theory and practice is clear and well established [DDF14, DFS15].

Unfortunately, such a direct link between probing security and noisy leakage security is
not (yet) proven in case of imperfect simulations. For example, the quite popular (though
heuristic) notion of statistical security order [SM16], defined as the highest statistical
moment of the leakage distribution that is independent of any secret manipulated by an
implementation, cannot be guaranteed in this case. While this may not be a concrete
issue, since security depends on the effective security order [DFS15, LBS19], defined as
the order of the statistical moment that can be exploited with the smallest number of
measurements, it implies that understanding the concrete security guarantees of masked
Raccoon implementations still requires more in-depth investigations.

In this paper, we aim to contribute to this issue by analysing the leakage of masked
Raccoon implementations using the information theoretic framework advocated in [SMY09].
Such information theoretic analyses can be seen as a specific counterpart to generic proofs
in the noisy leakage model. That is, rather than proving the leakage security of any
implementation given some (noise and independence) assumptions, it allows quantifying
the leakage security against actual (practically-relevant or theoretically-insightful) leakage
functions. Concretely, such analyses typically lead to plots where the (mutual) information
leaked on sensitive variables is given in function of a noise parameter for different number
of shares, where (if using a log/log scale) the slope of the curves captures the (effective)
statistical security order of the implementations – see for example [SVO+10].

Since information theoretic analyses become computationally intensive as the size of
the fields in which one operates grows, our investigations consider reduced versions of
Raccoon and capture how the side-channel security of their masked implementation evolves
with the size of their parameters. We also consider two illustrative leakage functions: first,
the Hamming Weight (HW) function as a natural simplification of the (global) leakages
that can be encountered in practice [MOP07]. Second, the Least Significant Bit (LSB)
function as a possibly unrealistic example of very localized leakage. Our evaluations lead
to observations that shed new light on the implementation features of Raccoon.

First, and for both the HW and LSB functions, there is always first-order side-channel
leakage on the randomness r. This leakage can be explained by the fact that AddRepNoise
generates shares on-the-fly by means of additions (rather than modular additions), leading
to non-uniform patterns that can be observed in the mean leakage values.

Second, this first-order leakage on r does not automatically translate into an exploitable
first-order leakage on the ephemeral secret x = c · s and leads to consequences for the
side-channel security of Raccoon that depends on the leakage functions.

3 The same argument conveniently allows Raccoon to be implemented without rejection sampling.
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For the (more realistic) HW function, we show that side-channel security mostly
depends on the ratio between the variance of the randomness r and the variance of the
ephemeral secret x. That is, security essentially comes from the fact that the information
provided by a (large) HW on r is considerably reduced when compressed into information
on the smaller x. There is no “security order intuition” in this context, and therefore
limited incentive to increase the number of shares for side-channel security, as initially
foreseen by the Raccoon designers. But the situation is actually better than that, since
we can show that a modest amount of noise (that decreases with the size of r) is enough
for the first-order side-channel leakage on r to become innocuous. That is, already for
low number of shares, this physical leakage rapidly becomes less informative than the
(provably small) mathematical leakage due to the knowledge of the public signature z.

For the LSB function, the more localized information brings us back to the standard
case where increasing the number of shares amplifies the physical leakage noise.

As complementary discussions, we put forward that applying the design ideas of Raccoon
to Dilithium will not be possible without increasing the size of its parameters. In order to
clarify the practical implications of our results, we then repeat our information theoretic
evaluations for the (linear) leakage model of the ARM Cortex-M4 given in [CDSU23].
Despite such a device is a challenging target for secure implementation given its low level
of noise, we show that in this case as well, the leakage of AddRepNoise is unlikely to
be a concrete threat, even for Raccoon’s smallest physical security parameters. In order
to confirm that these positive results are not due to the linearity of the leakage model
in [CDSU23], we also provide results using the ELMO leakage model [MOW17], which
includes quadratic terms, and a simulated leakage model where the quadratic terms of
adjacent wires contribute to the leakage as much as the linear terms corresponding to the
wires. We conclude by observing that our analyzes are in line with the security arguments
given by Raccoons’ designers, and can be seen are the two faces of the same coin.

Related work. In the rest of the paper, we focus on the leakage on the randomness r
and ephemeral secret x, not on the long-term secret s. Bronchain et al. show how leakage
on the ephemeral x can be turned onto leakage on the long-term secret s [BAE+24].

2 Background

2.1 Notations
We denote by Zq the ring of integers modulo the prime q, and by Rq = Zq[x]/(xn + 1) the
polynomial ring in x modulo xn + 1, with n the degree of the polynomial. Polynomials
in Zq[x]/(xn + 1) are written in bold. For Raccoon, q = 549824583172097 and n = 512.
The multiplication between two polynomials a and b is written as c = a ◦ b. Constants
are denoted with Greek letters. Calligraphic letters like S denote sets. The i-th share of
the j-th coefficient in a polynomial a is denoted as aj

i or simply ai when knowledge of the
coefficient position is unnecessary. We further denote random variables with upper case
letters, e.g., X, and their realizations with lower cases, e.g., X = x. We finally use the
notation Pr[X = x] := Pr[x] to denote the probability of a realization.

2.2 Masking countermeasure
Masking is one of the most investigated countermeasures against side-channel attacks
[CJRR99, GP99]. It consists in splitting any sensitive value manipulated by an imple-
mentation into d shares. In lattice-based cryptography, two types of additive encodings
are used, namely Boolean and Arithmetic. Let X be a sensitive random variable (i.e., an
intermediate value that depends on a long-term secret). In a Boolean masking scheme, the
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sharing of a variable X ∈ F2n is expressed as X =
⊕d−1

i=0 Xi, where Xi is the i-th share of
X. Boolean masking is typically used for protecting symmetric primitives such as block
ciphers or hash functions. In an arithmetic masking scheme, the sharing of a variable
X ∈ Zq is expressed as X =

∑d−1
i=0 Xi mod q, where Xi is the i-th share of X. Arithmetic

masking is typically used to perform polynomial operations such as additions and subtrac-
tions, share-independent linear operations such as the Number Theoretic Transform (NTT)
and multiplications with public variables or scalar constants. It has been proven that
Boolean masking can amplify the noise of an implementation (and therefore its security)
exponentially in the number of shares [ISW03, PR13, DDF14, DFS15, IUH22, BCG+23].
Furthermore, arithmetic masking (especially if operating in prime fields) can lead to
security amplification even without noise [DFS16, MMMS23, FMM+24].

2.3 Raccoon parameters
We next detail the parameters that directly impact the security analysis in this work.
Table 1 contains the parameters for Raccoon-128 (NIST post-quantum level I). We refer
to the Raccoon specifications (https://raccoonfamily.org/) for the parameter sets of
Raccoon-192 and Raccoon-256 (NIST post-quantum levels III and V, respectively).

Table 1: Raccoon-128 parameters’ set.

Parameter Raccoon-128 128-2 128-4 128-8 128-16 128-32
ω 19
d 1 2 4 8 16 32
rep 8 4 2 4 2 4
T 8 8 8 32 32 128
ut 6 6 6 5 5 4
uw 41 41 41 40 40 39
size of r coef. 44 44 44 45 45 46
size of x coef. 14 14 14 15 15 16
variance of r 3e24
variance of x 5e4

The parameters in the table are as follows: ω is the number of non-zero coefficients
in the challenge polynomial c, d is the number of masking shares, rep is the number of
iterations used to generate a Sum of Uniforms (SU) distribution (which, as explained in
the following section, is close to Gaussian), T is the product of d and rep, ut and uw

are distribution parameters for the long-term secret polynomial s and the randomness
polynomial r, respectively (i.e., the size of the small uniform added noise).

2.4 Randomness sampling
One of Raccoon’s main design goals is its better amenability to masking, and one of the
most challenging operation to mask in lattice-based signature schemes is the sampling
of random errors and secrets. For example, in Dilithium, the (uniform) randomness is
first sampled in a Boolean masked form and a Boolean-to-arithmetic converter is used
to transform the shares afterwards. Such a mask conversion is not trivial to implement
securely, and has a complexity of O(d2) – see, e.g., [BBE+18] – where d is the number of
shares. Furthermore, the standard version of Dilithium requires to mask the Extendable-
Output Function (XOF), based on SHA-3 standard, which generates the randomness and

https://raccoonfamily.org/
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has a complexity which is almost quadratic in the number of shares as well [ABC+23].
Raccoon, on the other hand, simplifies the randomness generation by directly outputting
the shares in arithmetic form. Each share of each integer coefficient of the randomness is
the sum of rep uniform random samples in a fixed interval. As a result, each randomness
coefficient is the sum of d · rep uniform samples, and the small uniform random samples are
generated using an XOF (based on SHA-3) which does not need to be masked as explained
by the Raccoon authors on the webpage: https://raccoonfamily.org/.

The AddRepNoise gadget that is used to perform this operation, on which we focus
next, is therefore especially critical from the side-channel analysis viewpoint.

2.5 AddRepNoise procedure
As explained in the Raccoon specifications, the AddRepNoise function can be used to
generate the shares of the Sum of Uniforms distribution SU(u, d · rep) on-the-fly, where
the SU(u, T ) distribution is given by:

SU(u, T ) = [T ] · U({−2u−1, . . . , 2u−1 − 1}),

with [T ] · U the distribution of the sum of T = d · rep independent random variables,
each being sampled from the uniform distribution U . For this purpose, AddRepNoise
interleaves noise additions and refresh operations (which are necessary to ensure security
in the probing model). For each masked coefficient of a polynomial, a small uniform
noise is added to each share before being refreshed, and this operation is repeated rep
times. It is important to note that the additions used in AddRepNoise are not modular,
which is in contrast with arithmetic encodings (e.g., used in symmetric cryptography)
and, as will be discussed later, is the source of low-order leakages. Before the deployment
of the AddRepNoise function to generate the randomness, a call to a gadget named
ZeroEncoding is made. The output samples of AddRepNoise belong to a small field set
(T · (−2u−1), . . . , T · (2u−1 − 1)), whereas the shares of the randomness coefficients ∈ Zq.
Using ZeroEncoding before AddRepNoise, which outputs random arithmetic shares ∈ Zq

of 0, guarantees that the shares of the randomness coefficients ∈ Zq.

2.6 Raccoon Signature generation
We now describe the operations required for generating the signature z. Raccoon is based
on the MLWE hard learning problem. Therefore, the signature z, the randomness r and
the secret key s are vectors of polynomials while the challenge c is a polynomial. In this
work we consider a single polynomial operation. The signature polynomial z is:

z = c ◦ s + r.

Randomness. The ephemeral randomness r is generated in masked form for every new
signature. For this purpose, AddRepNoise is applied in order to gradually transform a
d-share encoding of zero into a d-share encoding of r. All coefficients in this polynomial
are independently drawn from SU(uw, T ) which is approximately Gaussian. The mean
and variance of the r distribution are computed as −T/2 and T × (22uw − 1)/12.

Secret key. The long-term secret key s is generated in masked form during key genera-
tion. It also leverages the AddRepNoise procedure and its coefficients are independently
drawn from SU(ut, T ) which is approximately Gaussian. The mean and variance of the s
distribution are computed as −T/2 and T × (22ut − 1)/12.

Challenge. The challenge c (denoted as cpoly in the Raccoon specifications) is computed
deterministically during the signature process, as an expansion of a random bit string

https://raccoonfamily.org/
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thanks to ChalPoly. It is a “ternary” polynomial with a weight of ω elements, so that
exactly ω coefficients of c are equal to either +1 or −1 and the rest are zeros.
Ephemeral secret. The signature generation involves computing the polynomial multi-
plication between c and s, which we will denote as the ephemeral secret x:

xi =
i∑

j=0

sj · ci−j −
n−1∑

j=i+1

sj · cn+i−j.

Since the challenge polynomial c contains exactly ω non-zero coefficients, each coefficient
of x is the weighted sum of a subset of ω secret keys coefficients. Consequently, the
distribution of the sensitive value x is also roughly Gaussian.

We next focus on the recovery of a single coefficient of the ephemeral secret x. The
same attack can be applied identically to extract information on all coefficients.

2.7 Evaluation metric
In order to characterize the worst-case side-channel information leakage of Raccoon’s
masked implementations, we carry out information theoretic analyzes using the Mutual
Information (MI) metric [SMY09]. As consolidated in a sequence of works [ISW03, PR13,
DDF14, DFS15, IUH22, BCG+23], this metric can serve as a good proxy for the complexity
of Differential Power Analysis (DPA) attacks. It can be computed as:

MI [X|L] = H [X] −
∑

x

Pr [x] ·
∑

l

Pr [l|x] · log2 Pr [x|l] ,

where H [X] denotes the entropy of the sensitive value X and Pr [l|x] is the conditional
Probability Density Function (PDF) of the leakage l given the secret x.

Assuming multivariate leakages with mean vectors µ and additive Gaussian noise with
covariance matrix Σ, Pr [l|x] can be evaluated as a Gaussian mixture

∑
m∈M N (x|µ, m, Σ),

where M denotes the set of possible shares’ combinations. The probabilities Pr [x|l] can
then be directly derived from Pr [l|x] using Bayes’ formula as Pr[l|x]·Pr[x]∑

x∗ Pr[l|x∗]·Pr[x∗]
.

3 Idealized implementation of AddRepNoise
In order to perform an information theoretic analysis of AddRepNoise, we additionally
must define the actual leakage that can be collected by the adversary. At high-level, this
function works by interleaving noise additions as the sum of uniform random samples
and refresh operations for each masked coefficient of the polynomial r. The idealized
implementation that we will consider in our evaluations to generate the randomness r is
illustrated in Figure 1 for d = 2 shares and a repetition count rep = 4 (so T = 8).

The shares of each polynomial coefficient of r are generated by gradually integrating
small uniform noise samples from the set {−2uw , . . . , 2uw − 1} into a 2-share encoding
of zero, denoted as 00 and 01. A refresh operation is applied after each such addition
and this process is repeated rep = 4 times for each share. We next focus on the infor-
mation leakage per coefficient that corresponds to the internal uniform random samples
[ri,rep0 , . . . , ri,rep3 ] during the generation of the randomness polynomial r, which we denote
as l = [li,rep0 , . . . , li,rep3 ]. For this purpose, we consider two leakage models motivated in
the introduction: the HW and LSB models. Hence, the leakage of each coefficient is either
li,repj = HW(ri,repj ) + N (0, σ2) or li,repj = LSB(ri,repj ) + N (0, σ2) for all i shares and j
repetitions, where N (0, σ2) denotes a simulated Gaussian noise with variance σ2.4

4 We do not include additional intermediate computations in our model because the refresh operation
that precedes them makes them uniform which cancels the low-order leakages we aim to analyse.
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Figure 1: Idealized implementation of AddRepNoise with given d = 2 and rep = 4.

4 Reduced Raccoon
The parameters used in Raccoon, even for security level I, are large and make the direct
estimation of the MI prohibitively expensive (in memory and computation). As a result,
and in order to put forward how the security of Raccoon’s masked implementations scale
in function of these parameters, we introduce several simplified instances by decreasing
the size of the uniform added noise uw used to generate the randomness r.

Table 2 summarizes the proposed reduced parameters for different instances. Since the
impact of d and rep is the same on the final distribution of the randomness r, we only use
their product T as a parameter. For each instance in the table, we analysed what happens
when we increase T and adapt uw accordingly to keep the variance of the r distribution
constant in the same way it is done in the Raccoon specifications.

We considered other simplifications such as omitting the ZeroEncoding function (on
top of the refresh operations – see Footnote 4), since the analysed leakage is located
at the uniform random generation step within the AddRepNoise function. Finally, in the
Raccoon specifications, the distribution of the x = c ◦ s coefficients are very close to
Gaussian as explained in Section 2.6. In the reduced instances of Raccoon, we assumed for
simplicity that these distributions are uniform of size ux = 3 and variance = 5.25.

None of these variations affect our main conclusions. First, and in general, the shape
of the secret distributions cannot impact the security order of its leakages. Second, and as
will be clear next, the quantitative security levels that each instance leads to essentially
depend on the size of the distribution (not their shape). Figure 2 shows the scheme of
the simplified AddRepNoise. Similar to the idealized implementation, the information
leakage per coefficient l = [l0, . . . , lT −1] corresponds to the uniform random samples of
[r0, . . . , rT −1] during the generation of the ephemeral randomness polynomial r.
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Table 2: Proposed instances with reduced parameters compared to Raccoon.

Instance T uw size of r variance of r
1 2/8/32/128 5/4/3/2 6/7/8/9 1.7e2
2 2/8/32/128 6/5/4/3 7/8/9/10 6.8e2
3 2/8/32/128 7/6/5/4 8/9/10/11 2.7e3
4 2/8/32/128 8/7/6/5 9/10/11/12 1.1e4
5 2/8/32/128 9/8/7/6 10/11/12/13 4.4e4
6 2/8/32/128 10/9/8/7 11/12/13/14 1.7e5
7 2/8/32/128 11/10/9/8 12/13/14/15 7e5
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Figure 2: Reduced implementation of AddRepNoise with leakage.

We note that the difficulty to estimate the MI for Raccoon’s (large) parameters is not
a security argument per se, since more efficient (heuristic) attack vectors can be used as
surrogates. Interestingly, and as will be clear in Section 7, the trends that information
theoretic analyses on smaller instances put forward will allow us to give security arguments
for Raccoon’s main instances even without relying on such additional heuristics.

5 Global leakages (HW)
We now analyse the noisy leakage security of the AddRepNoise operation assuming a
(global) HW leakage function. For this purpose, and as illustrated in Figure 2, we consider
an adversary who collects leakage samples for the T components of the randomness r.

5.1 First-order leakage on the randomness
First, we evaluate the information theoretic metric MI [R|L] for two simplified Raccoon
instances at different noise levels in Figure 3. For each instance, we analyze the impact of
increasing T while adapting the size of the small added noise components (uw) in order
to keep the variance constant (as in Raccoon). The key observation is that all instances
lead to observable first-order leakage, reflected by the slope -1 of the information theoretic
curves for any T value, which is in contrast with the standard expectation for masked
implementations – see Figure 8 in [SVO+10]. This can be explained by the fact that
AddRepNoise does not use modular additions. Hence, the addition of two uniform n-bit
values gives a n + 1-bit value that is not uniform, leading to first-order leakage.
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Figure 3: Information theoretic analysis of the randomness r under HW leakages, for two
distinct simplified Raccoon instances and different T − uw combinations.

Note that the information theoretic evaluation of Figure 3 is for the serial implemen-
tation described in Section 4. This is natural choice given that post-quantum signatures
schemes like Raccoon or Dilithium have been primarily implemented in software so far.
Yet, our conclusions are not specific to this serial context. For example, in a parallel
implementation where the leakage of different shares would be summed, the same first-order
leakage would be observed. We illustrate this with Figure 4, which exhibits the (first-order)
dependency of the leakage mean values in this parallel case (where the leakage distribution
is univariate so easy to plot). As a result, the main (generic) difference between serial
and parallel implementations is that the latter ones can have a better signal-to-noise ratio,
which can result in a shift on the X-axes of our information theoretic plots.
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Figure 4: First-order dependency of the randomness under HW leakages (T = 8).

5.2 Leakage on the ephemeral secret
The first-order leakage on the randomness r raises the important question whether it
can be turned into exploitable low-order information on the ephemeral secret x given the
knowledge of the signature z = r + x. Indeed, it is shown in [BAE+24] that such a leakage
can itself be turned into exploitable leakage on the long-term secret s.

In order to answer this question, we next evaluate the information theoretic metric
MI [X|L, Z] for all our simplified Raccoon instances at different noise levels. The results
of these investigations are in Figure 5 and lead to two main conclusions.
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(f) Instance 6: var[r] = 1.75e5
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Figure 5: Information theoretic analysis of the ephemeral secret x under HW leakages, for
different simplified Raccoon instances and different T − uw combinations.



Dinal Kamel, François-Xavier Standaert, Olivier Bronchain 11

First, and focusing on the Y -axes of the plots, we can see that for sufficient noise levels,
the amount of information leakage is limited to a plateau, of which the value is determined
by the ratio between the variances of the x and r distributions. This holds independent
of the number of shares considered (i.e., the T value) and has a simple and instructive
intuition. Namely, as the noise variance increases, the physical information leaked on r via
side-channels becomes less informative than the mathematical information leakage due
to the knowledge of the signature z. Interestingly, mathematical information leakage is
precisely what the Raccoon designers have considered in their security analysis and they
proved that it is small enough (we will further elaborate on that in conclusions).

Second, and focusing on the X-axes of the plots, we can see that the amount of noise
that is needed to reach the plateau region of the information theoretic curves is actually
quite modest. Furthermore, this level of noise conveniently decreases as we move towards
instances with higher mathematical security (as Raccoon’s main instance for example).

It turns out this second observation also has an intuitive explanation. Namely, it
results from the need to compress the information on the (large) r into leakage on the
(smaller) x, which grows as the size of the r distribution grows compared to the one of the
x distribution. In order to illustrate the reduction of information that this compression
implies, we plot in Figure 6 the PDF of the leakage samples for all possible values of r
(on the left) and x (on the right), for Instance 5 at uw = 8 and T = 8, in a low-noise
setting. While the PDF values of the left plot show clear dependencies on the randomness
(confirming the results of Figure 3), the PDF values on the right plot show that the leakage
samples conditioned on the ephemeral secret are close to uniform. Combined with the fact
that the small information that remains after compression is due to leakage on the LSBs
of the randomness, it also implies that the noise needed to “hide” this information is lower
than the noise that would be needed to hide the HW of all the randomness bits.

Overall, these results are quite positive for Raccoon. They show that for a practically-
relevant leakage function, increasing the noise level and number of shares in its masked
implementations is actually not needed to the extent that is anticipated by an analysis
in the probing model [dPPRS23]. The number of shares should just be large enough for
the sum of uniforms distribution to be approximately Gaussian and the level of noise is
significantly below the one needed for Boolean masking in the context of block ciphers.
Concretely, the empirical evaluations in this section show that this starts for T = 8.
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(a) Pr [l|r] for uw = 8 and T = 8.
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(b) Pr [l|x] for uw = 8, ux = 3 and T = 8.

Figure 6: Compressing information on r into information on x.



12 Information Theoretic Evaluation of Raccoon’s Side-Channel Leakage

6 Local leakages (LSB)
As a complement to the analysis of (global) HW leakages in the previous section, we
next analyse (local) LSB leakages. The motivation in this section is more theoretical
than the previous one, since it is widely acknowledged that extracting bit leakages from
implementations is hard with power or electromagnetic measurements and requires different
(more expensive) equipment [KGM+21]. Nevetheless, it is interesting to study in order
to assess whether the security of Raccoon is maintained in cases where the compression
argument of the previous section does not hold. Besides, LSB leakages are also of general
interest since bit leakages are worst-case for additive secret sharing schemes [FMM+24].

We therefore repeated the information theoretic evaluation given Figure 5 for HW
leakages, this time with LSB leakages. The results are reported in Figure 7.

On the one hand, we can notice that the same plateau as in the previous section pops
up once the noise level and number of shares is large enough. On the other hand, the way
to reach this plateau is fundamentally different. This time, we can observe a slope (and
therefore a statistical security order) that evolves with the number of shares.

Once more, the reason of this phenomenon is simple and instructive. Namely, in the
context of bit leakages, the relation LSB(r) ≡ LSB(r0) + . . . + LSB(rT −1) mod 2 holds.
As a result, we are back to a situation where the leakage connects the shares according to
a modular sum, which is similar to Boolean masking in symmetric cryptography. This
explains why increasing the number of shares allows decreasing the information leakage
(i.e., amplifying the noise) faster towards the plateau value. It also explains why in the
low noise regions of the plots (i.e., in the left parts of the figure), security is actually quite
low, since such Boolean masking is insecure without physical noise [MMMS23].

Overall, these results are again positive for Raccoon. They show that even in the case
of (admittedly pessimistic) leakage functions such as the LSB, for which the information
on the randomness r must not be compressed to be turned into information on the
ephemeral secret x, the standard security arguments of masked implementations take over.
Furthermore, the noise needed for masking to be effective remains quite low as well (e.g.,
does not grow linearly with the size of r), since it only needs to “hide” a few bits.

7 Discussion
As already mentioned, our empirical evaluations are limited by the sizes of the reduced
instances for which we are able to evaluate the mutual information (for computational
reasons). They also correspond to idealized leakage functions that may not perfectly capture
the peculiarities of actual implementations. In this section, we first highlight that the trend
we observe for the asymptotic security of masked implementations of reduced Raccoon can
be extrapolated, leading to useful conclusions for larger instances. We then show that our
positive conclusions for Raccoon are preserved even when considering powerful leakage
models such as can be obtained for (quite low-noise) ARM Cortex-M4 devices, and that
they do not critically depend on the shape of the leakage functions observed.

7.1 Extrapolation to large instances
For both the HW and LSB leakages, the previous sections put forward that the mutual
information that can be collected on the ephemeral secret x thanks to leakage on the
randomness r is bounded by the mathematical security level of Raccoon, quantified by the
ratio between the variance of the randomness r and the variance of the ephemeral secret x.
This asymptotic (so-called plateau) value can be reached very fast, due to a “compression
of information” argument for HW leakages and a “noise amplification” argument for LSB
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(c) Instance 3: var[r] = 2.73e3
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(e) Instance 5: var[r] = 4.37e4
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(f) Instance 6: var[r] = 1.75e5
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Figure 7: Information theoretic analysis of the ephemeral secret x under LSB leakages, for
different simplified Raccoon instances and different T − uw combinations.
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leakages. In Figure 8, we plot this asymptotic/plateau value for the reduced instances we
investigated, and notice that the dependency of the mutual information on the variance
ratio can be easily extrapolated for the parameters of Raccoon’s main instance.
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Figure 8: Asymptotic information theoretic analysis (i.e., “plateau value” for large enough
number of shares and noise) as a function of the ratio between the variance of the
randomness r and the variance of the ephemeral secret x and extrapolation.

Interestingly, such an extrapolation also suggests a kind of “no-free lunch” theorem.
Namely, the good properties of Raccoon’s masked implementations are indeed due to
the larger parameters it uses. As a result, tweaking Dilithium in order to generate its
shares with an AddRepNoise-like function, while maintaining the size of its randomness,
ephemeral secret and signature, would lead to an insufficiently low information leakage
(i.e., a plateau value that corresponds to concretely exploitable leakage). We note that
this is is precisely the reason why Dilithium is only secure with rejection sampling.

So eventually, the interest of Raccoon over Dilithium will essentially depend on the
tradeoff between their target physical security level and the cost of their implementations,
with Raccoon gaining interest when the former increases. Accurately answering this
question would require systematizing the variety of attack vectors introduced against
Dilithium into a sound evaluation methodology, in order to efficiently estimate their worst-
case security in practice, which is an interesting scope for further research. As a first step
in this direction, we next show that the trends put forward by the previous information
theoretic analyses for idealized leakage functions holds for more concrete ones.

7.2 Impact for concrete leakage functions
Since the results of Sections 5 and 6 show that Raccoon’s implementation security guar-
antees evolve differently in the presence of global or local leakage, a natural question is
whether the leakage models observed in practice are closer to one or the other case. In this
section, we therefore repeat Raccoon’s information theoretic evaluations using the profiled
model applied in [CDSU23] to an ARM Cortex-M4 device. This model is interesting for
two reasons. First, it is a quite powerful one, combining dimensionality reduction and
linear regression to estimate accurate templates even for large target intermediate values.
Second, it is applied to a challenging (low-noise) target for secure implementation. As
a result, obtaining positive conclusions for such a model would be quite encouraging for
the physical security of Raccoon. Besides, the authors of [CDSU23] performed atomic
experiments and estimated models for buses of increasing bit widths, which is convenient
for our purposes where the leakages of intermediate computations with different bus sizes
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are considered for the different reduced instances that we analyzed. Their work also comes
with an open source code which allows generating leakage models of the shape:

L(r) =
|r|∑

i=1
βi · r(i) + N (0, σ2), (1)

with r(i) the ith bit of the coefficient r and N (0, σ2) a Gaussian noise with variance σ2.
Such models generalize our previous experiments since the βi coefficients are all equal to
one in the HW case, and all but one are equal to zero in the LSB case.

Figure 9 shows the results of information theoretic evaluations for the ephemeral secret
x integrated in Instances 4, 5 and 6, using regression-based models of the appropriate
bitsizes and normalized so that the actual measurement noise is one in all cases.
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(c) Instance 6: var[r] = 1.75e5
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(d) Instance 4,5,6 at T = 8

Figure 9: Information theoretic analysis of the ephemeral secret x under ARM Cortex-4
leakages, for different simplified Raccoon instances and different T − uw combinations.

These results essentially show that for very low noise levels (i.e., below the ones observed
for a low-noise target like an ARM Cortex-M4), the regression-based model is closer to the
(local) LSB one. This is because a regression-based model without noise is bijective (or close
enough to), a context where no security is possible at all. However, and more positively,
the plots also show that for a modest amount of noise, the information leakage on the
ephemeral secret x rapidly decreases in a way that is quite similar to what we observed for
the (global) HW leakages. Interestingly, such a level of noise is already observed for the
ARM Cortex-M4 device we consider (remember that all plots in Figure 9 are normalized so
that the measured noise level is always one). This is because the fine-grain characterization
of the βi coefficient that makes the regression-based model differ from the HW one (i.e., the
fact that every bit in the models consume in a slightly different manner) is more easily (i.e.,
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require less noise to be) hidden than the coarser-grain differences due to the very activity
of these bits or lack thereof. So these results suggest that even in the context of low-noise
embedded microcontrollers, where the application of masking is usually challenging [BS21],
implementing Raccoon with T = 8 (i.e., its smallest physical security parameters) is likely
to be sufficient for the leakage of AddRepNoise not to be a critical security threat. This
last conclusion is visually confirmed by the lower right (d) plot of Figure 9.

For completeness, we also analyzed two other leakage models. First, a model extracted
from ELMO [MOW17], which simulates an accurate characterization of the ARM Cortex-
M0 processor that features the weighted Hamming weight/distance on the data bus and
second-degree bit interactions between bits/bit flips within the same operand (valid only
in case of multiplications and shift instructions, so we extracted leakage models for the
outputs of multiplication operations). Second, an idealized model where the quadratic
terms of adjacent wires have the same amplitude as the linear ones, defined as:

L(r) = (
|r|∑

i=1
r(i) +

|r|−1∑
i=1

r(i) · r(i + 1)) + N (0, σ2), (2)

Concretely, we then reproduced Figure 9 (d), where the information theoretic metric is
evaluated for the ephemeral secret x integrated in Instances 4, 5 and 6, using both the
ELMO power model as shown in Figure 10 (a) and the idealized quadratic model as shown
in Figure 10 (b). Both plots confirm that our conclusions are not significantly affected by
the presence of quadratic terms in the power model that may appear in practice.
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(a) ELMO leakage.
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(b) Simple quadratic model leakage.

Figure 10: Information theoretic analysis of the ephemeral secret x under ELMO and
simple quadratic model leakages, for the simplified Raccoon instances 4,5,6 at T = 8.

8 Conclusions
Implementing post-quantum cryptography efficiently is in general an important challenge,
which is made more difficult if side-channel attacks are a concern. In view of the high
overheads needed to protect future standard algorithms like CRYSTALS-Kyber or Dilithium
with state-of-the-art countermeasures, long-term research has been initiated to identify
properties that could facilitate the secure implementation of new algorithms [dPPRS23,
HLM+23]. This research being in an early stage, it remains with gaps to fill in order to
connect theoretical analyzes and practical security guarantees in a sound manner.

In this paper, we expose the (excellent) side-channel security guarantees that Raccoon,
a post-quantum signature scheme designed with physical security in mind, offers. While
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Raccoon’s original security analysis in the abstract probing model already outlined such
positive features, our results are in more concrete leakage models and therefore offer an
interesting complementary view. Informally, rather than studying the black box and
probing security of Raccoon in isolation, its designers performed this analysis jointly.
This allowed them to show that the security of Raccoon with probes can be reduced to
instances of Raccoon with smaller parameters. Our information theoretic evaluation of the
AddRepNoise function, which is at the core of Raccoon’s good leakage features, shows that
this probing security analysis might be conservative. Precisely, it shows that by adding
a mild amount of noise to idealized Hamming weight (or LSB) leakages, it is possible
to make the information on Raccoon’s long-term secret negligible, and this observation
extends to more concrete leakage functions estimated from ARM Cortex devices.

Such results suggest a formalization in the (random probing or) noisy leakage model(s)
as main open problem. That is, rather than providing an information theoretic evaluation
for various leakage functions, it could be proven that Raccoon’s implementation security is
guaranteed for any leakage function satisfying some (noise and independence) requirement.
Such an analysis could then formally confirm that increasing the number of shares as
encouraged by a probing security analysis (and less by our information theoretic evaluations)
is indeed not necessary beyond Raccoon’s smallest physical security parameters.
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