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Abstract. There has been a notable surge of research on leakage-resilient authenticated encryption (AE) schemes, in the bounded as well as the unbounded leakage model. The latter has garnered significant attention due to its detailed and practical orientation. Designers have commonly utilized (tweakable) block ciphers, exemplified by the TEDT scheme, achieving $O(n - \log(n^2))$-bit integrity under leakage and comparable AE security in the black-box setting. However, the privacy of TEDT was limited by $n/2$-bits under leakage; TEDT2 sought to overcome these limitations by achieving improved security with $O(n - \log n)$-bit integrity and privacy under leakage.

This work introduces FEDT, an efficient leakage-resilient authenticated encryption (AE) scheme based on fork-cipher. Compared to the state-of-the-art schemes TEDT and TEDT2, which process messages with a rate of 1/2 block per primitive call for encryption and one for authentication, FEDT doubles their rates at the price of a different primitive. FEDT employs a more parallelizable tree-based encryption compared to its predecessors while maintaining $O(n - \log n)$-bit security for both privacy and integrity under leakage. FEDT prioritizes high throughput at the cost of increased latency. For settings where latency is important, we propose FEDT*, which combines the authentication part of FEDT with a CTR-based encryption. FEDT* offers security equivalent to FEDT while increasing the encryption rate of 4/3 and reducing the latency.

1 Introduction

The study of authenticated encryption (AE) schemes, designed to safeguard both message confidentiality and ciphertext integrity, has been a dynamically evolving research domain since its conceptualization as a cryptographic primitive [BN00, Rog02]. Over the years, various variants such as online schemes, nonce-based, and deterministic authenticated encryption [BBKN01, HRRV15, RS06] have emerged. This proliferation of designs aims to strike a balance between efficiency and security, with recent contributions from competitions like CAESAR [Ber14] and the NIST Lightweight Competition [TMC\textsuperscript{+}23] further enriching the landscape. In addition to these general considerations, a significant body of research has focused on enhancing the robustness of AE schemes. This includes addressing challenges like security under nonce-misuse [RS06], mitigating the impact of accidental nonce repetitions [DNT19], and addressing scenarios where unverified plaintexts might be released [ABL\textsuperscript{+}14, CDD\textsuperscript{+}19]. Another very important practical challenge in this direction is to have designs with protection against side channel attacks.
The conventional theoretical security considerations for Authenticated Encryption (AE) treat cryptographic primitives as black boxes, not accounting for real-world threats where adversaries exploit additional information from side channels. Such leaks, including timing, power consumption, or electromagnetic radiation, can reveal internal states and keys. Power-consumption attacks, such as Differential Power Analysis (DPA) [KJJ99], expose vulnerabilities in widespread AEAD schemes such as OCB [RBBK01, KR16], GCM [MV04, Dwo07], or CCM [Dwo04], which invoke a block cipher multiple times with a single key. Typically, the responsibility of protecting the underlying block cipher against leakage falls on implementors. Hardware-level measures involve introducing noise or specialized circuits, while at the implementation level, techniques like masking [CJRR99, GP99] or shuffling [HOM06, VMKS12] are employed. However, robust protection often incurs significant area, power, or efficiency penalties, substantially impacting performance in both software and hardware implementations (e.g., [GSF13]).

To address this, research has explored more efficient schemes with trade-offs between security and performance. Instead of uniformly applying strong protection to all block-cipher invocations in an AEAD scheme, leakage-resistant modes of operation have emerged [BMOS17, BKP+18, BPPS17, DEM+17, BPS19]. These modes support dedicated, leveled implementations, where certain calls to the cryptographic primitive receive strong protection against DPA attacks, while others, which constitute the majority of computations, are allowed to leak information. In essence, leakage-resilient AE schemes prioritize security despite potential leaks, striking a balance between efficiency and protection in practical scenarios.

1.1 Leakage-resilient Authenticated Ciphers

A portfolio of leakage-resilient schemes for leveled implementations has been developed in the past few years. We consider the notions for leakage-resilient authenticated encryption by Guo et al. [GPPS19, BKP+18, BPPS17]. In [GPPS19], they proposed a comprehensive framework and the relations between them. As the strongest notions for AE, they identified (1) Ciphertext Integrity with Misuse-resistance and Leakage in encryption and decryption, or CIML2 [BKP+18, BPPS17]; (2) chosen-ciphertext security with misuse-resilience and Leakage in encryption and decryption oracle, called CCAmL2 [GPPS19], along with a multi-user multi-challenge variant [GPPS18]. Bellizia et al. [BBC+20] referred to leveled designs achieving both CIML2 and CCAmL2 security as Grade-3 protected. Grade-3 protected authenticated ciphers include tweakable block cipher based constructions such as TEDT [BG+20], TEDT2 [Lis21] and permutation-based designs like ISAP [DEM+17, DEM+20]. However, all these constructions are two-pass modes of operation. As a result, it seems interesting to investigate for single-pass Grade-3 designs. While nonce-based single-pass schemes can also achieve CIML2 security, CCAmL2 is out of range, but they can achieve CCA security with misuse-resilience and leakage in encryption only, which was formulated as CCAmL1 [GPPS19]. Following [GPPS19], the designs achieving CIML2 and CCAmL1 security are called Grade-2 protected. Grade-2-protected designs include tweakable block cipher based designs AEDT [BPPS17], Triplex [SPS+22], Multiplex [SPS24], and Tweplex [DDL23].

Grade-3-protected Leakage-resilient Authenticated Ciphers. In this paper we focus on efficient Grade-3 protected designs. Most of these constructions are (1) based on tweakable block cipher and (2) share a common structure. First, they use a key-derivation function (KDF) that employs a highly-protected implementation of the primitive to derive a session state from the nonce and the long-term secret key (master key, hereafter). Then, the plaintext is encrypted using the session state using less protected implementations of the primitive. The encryption function adopts the idea of continuous rekeying. It ensures
that the security does not degrade too much even if the underlying less protected primitive calls leak continuously. After encryption, a hash function is applied on the ciphertext, the nonce, and associated data again using a less protected implementation of the primitive to generate a forward chaining value. Finally, this value is input to a tag-generation function (TGF) that employs a highly protected implementation and the master key to generate the authentication tag.

In [BPPS17], Berti et al. introduced the design structure of Encrypt, Digest and Tag, dubbed EDT. To address the limitations of EDT, in [BGP+20], Berti et al. proposed a tweakable block cipher based EDT construction, dubbed TEDT. TEDT uses two primitive calls per message block: one to derive a new subkey to process the subsequent block and one to generate the keystream block which is added to the current message block to produce the current ciphertext block. The resulting rate-1/2^1 encryption provides n/2-bit security under leakage. TEDT employs Hash-then-TBC framework with Hirose’s double-block hash function [Hir06] to obtain beyond-birthday-secure authentication even in the presence of unbounded leakage. TEDT2 [Lis21] uses a tweakable block cipher with a 3n-bit tweakey efficiently to strengthen the security of the encryption to obtain beyond-birthday-bound security also under leakage. The basic structural difference between TEDT and TEDT2 lies in the fact that TEDT2 replaced TEDT’s previous internal Hirose’s double-block hash function with Naito’s MDPH [Nai19], and it moved the nonce from the hash to the tag-generation function both for better efficiency. TEDT2 processes a 2n-bit message block with each iteration of two primitive calls. Thus, the hash-function rate increases from 1/2 to 1. Using a TBC with 3n-bit tweakey, they could spare to process the nonce during hashing and use it in the tag-generation function (TGF) instead. Using a TBC based on the TWEAKEY framework, TEDT2 obtain a longer tweakey for higher security, whose encryption needs two primitive calls for the tweakey update per message block. To compensate for the additional call, it uses the tweakey for processing two message blocks. They obtain a more secure rate-1/2 construction that provides O(n − log(n))-bit security in both the black-box setting and under leakage, where they adopted from TEDT the assumption that the distinguishing advantage for the XORs of the plain/ciphertexts with the PRG keystream does not endanger the security.

1.2 Our Contribution

In this paper, we introduce a leakage-resilient authenticated encryption scheme, namely FEDT, based on fork-ciphers [ALP+19]. FEDT employs a balanced tree-structured encryption and a fork-cipher-based hash function. For processing a message of mn bits along with associated data of an bits, the encryption function of FEDT needs m and the authentication component requires (a + m)/2 + 1 primitive calls. In terms of security, FEDT achieves nearly optimal security bounds of O(n − log(n)) bits, both in the black-box setting and under leakage. FEDT is well-suited for applications with a considerable - but limited - message length that benefit from parallelizability, such as disk encryption or memory encryption, where frame lengths are typically of 512 bytes or 4 kB. There, leakage resistance is relevant while the security goals demand offline ciphers. On the downside, our proposal induces a non-trivial latency of roughly log_2(d) fork-cipher calls for a dn-bit message. As part of a remedy, we propose a variant of FEDT with lower latency, dubbed FEDT*, which employs an unbalanced tree-like encryption where each level generates two keys and processes four message blocks. The encryption function of FEDT* employs 3m/4 primitive calls to process a mn-bit message at the same security level as FEDT. Table 1 compares its parameters with that of similar Grade-3 designs.

3The rate of a construction is the ratio of number of message blocks to the number of primitive calls.
Table 1: Comparison of leakage-resilient Grade-3 constructions. TBC/TFC = tweakable block cipher/tweakable fork-cipher.

<table>
<thead>
<tr>
<th>Construction</th>
<th>Security (bits)</th>
<th>#Primitive calls</th>
</tr>
</thead>
<tbody>
<tr>
<td>Romulus-LR-TEDT [GKP20]</td>
<td>$n - \log(n^2)$</td>
<td>TBC $2m$</td>
</tr>
<tr>
<td>TEDT [BGP*20]</td>
<td>$n - \log(n^2)$</td>
<td>TBC $2m$</td>
</tr>
<tr>
<td>TEDT2 [Lis21]</td>
<td>$n - \log(n)$</td>
<td>TBC $2m$</td>
</tr>
<tr>
<td>FEDT</td>
<td>$n - \log(n)$</td>
<td>TFC $m$</td>
</tr>
<tr>
<td>FEDT* [This work]</td>
<td>$n - \log(n)$</td>
<td>TFC $3m/4$</td>
</tr>
</tbody>
</table>

2 Preliminaries

An adversary $\mathcal{A}$ is an algorithm and the notation $y \leftarrow \mathcal{A}(x_1, x_2, \ldots, x_i; r)$ denotes running the algorithm $\mathcal{A}$ with randomness $r$ on inputs $x_1, \ldots, x_i$ and assigning the output to $y$. Equivalently, we can express the notation above as follows: let $y \overset{\$}{\leftarrow} \mathcal{A}(x_1, \ldots; r)$ be the result of picking $r$ uniformly at random, computing $\mathcal{A}(x_1, \ldots)$, and assigning the result to $y$. For a set $\mathcal{X}$, the notation $\mathcal{X} \upharpoonright x$ denotes $\mathcal{X} \cup \{x\}$. For bit strings $x$ and $y$, $x \| y$ denotes the concatenation of $x$ and $y$. We denote by $[X]_x$ the encoding of a non-negative integer $X < 2^x$ as its $x$-bit representation. For an algorithm $\mathcal{A}$ and an oracle $\mathcal{O}$, we write $\mathcal{A}^{\mathcal{O}}$ to denote the output of $\mathcal{A}$ at the end of its interaction with $\mathcal{O}$. A distinguisher $\mathcal{A}$ is an adversary that tries to distinguish between two oracles $\mathcal{O}_0$ and $\mathcal{O}_1$ via black-box interaction with one of them. At the end of interaction, it returns a bit $b \in \{0, 1\}$. We write $\mathcal{A}^{\mathcal{O}} = b$ to denote the output of $\mathcal{A}$ at the end of its interaction with $\mathcal{O}$. The distinguishing advantage of $\mathcal{A}$ against $\mathcal{O}_0$ and $\mathcal{O}_1$ is defined as

$$\Delta_{\mathcal{A}}(\mathcal{O}_1; \mathcal{O}_0) \triangleq \left| \Pr[\mathcal{A}^{\mathcal{O}_1} = 1] - \Pr[\mathcal{A}^{\mathcal{O}_0} = 1] \right|,$$

where the probabilities depend on the random coins of $\mathcal{O}_0$ and $\mathcal{O}_1$ and the random coins of the distinguisher $\mathcal{A}$. The time complexity of the adversary is defined over the usual RAM (random-access machine, see e.g. [Ost90]) model of computations.

2.1 Fork-ciphers

A fork-cipher (FC) [ALP+10] $\widetilde{F} : \mathcal{K} \times \mathcal{T} \times \{0, 1\}^n \rightarrow \{0, 1\}^{2n}$ is a family of tweakable keyed functions, with an associated key space $\mathcal{K}$ and tweak space $\mathcal{T}$, comprised of a pair of deterministic algorithms $(\widetilde{F}^+, \widetilde{F}^-)$, where the encryption algorithm

$$\widetilde{F}^+ : \mathcal{K} \times \mathcal{T} \times \{0, 1\}^n \times \{0, 1, 2\} \rightarrow \{0, 1\}^{n} \cup (\{0, 1\}^{n} \times \{0, 1\}^{n})$$

takes as inputs a key $k \in \mathcal{K}$, a tweak $j \in \mathcal{T}$, a message $m \in \{0, 1\}^n$, and a selector bit $s \in \{0, 1, 2\}$, and produces an output as

$$\widetilde{F}^+(k, j, m, s) = \begin{cases} c_0, & \text{if } s = 0 \\ c_1, & \text{if } s = 1 \\ (c_0, c_1) & \text{if } s = 2 \end{cases}$$

where the ciphertext is $c = (c_0, c_1)$. We call $c_0$ the left and $c_1$ the right ciphertext block, respectively. The decryption algorithm

$$\widetilde{F}^- : \mathcal{K} \times \mathcal{T} \times \{0, 1\}^n \times \{0, 1\} \times \{0, 1, 2\} \rightarrow \{0, 1\}^{n} \cup (\{0, 1\}^{n} \times \{0, 1\}^{n})$$

takes as input a key $k \in \mathcal{K}$, a tweak $j \in \mathcal{T}$, a ciphertext block $c_0$, a bit $b \in \{0, 1\}$ specifying whether $c_0$ is the left or the right ciphertext block, and a selector bit $s \in \{0, 1, 2\}$ and
Algorithm 1 STFP Game.

<table>
<thead>
<tr>
<th>Real world</th>
<th>Ideal world</th>
</tr>
</thead>
<tbody>
<tr>
<td>function Initialize $K \leftarrow K_0$</td>
<td>function Initialize $P_0, P_1 \leftarrow TP(T, n)$</td>
</tr>
<tr>
<td>function Finalize $b' \in {0, 1} \rightarrow \mathcal{A}^{k, b}$</td>
<td>function Finalize $b' \in {0, 1} \rightarrow \mathcal{A}^{k, b'}$</td>
</tr>
<tr>
<td>function Oracle $\tilde{F}_k^+(J, x, s)$ return $\tilde{F}_k^+(K, J, x, s)$</td>
<td>function Oracle $\tilde{F}_k^-(J, y, s)$ return $\tilde{F}_k^-(K, J, y, s)$</td>
</tr>
<tr>
<td>function Oracle $\tilde{F}_k^-(J, x, b, s)$ return $\tilde{F}_k^-(K, J, x, b, s)$</td>
<td>function Oracle $\tilde{F}_k^+(J, y, b, s)$ return $\tilde{F}_k^+(K, J, y, b, s)$</td>
</tr>
</tbody>
</table>

outputs

$$
\tilde{F}_k^-(k, J, c_b, b, s) = \begin{cases} m & \text{if } s = 0 \\ c_{1-b} & \text{if } s = 1 \\ (m, c_{1-b}) & \text{if } s = 2 
\end{cases}
$$

where $m$ is the plaintext block. The correctness condition of a fork-cipher states that for every key $k \in K$, tweak $J \in T$, plaintext $m \in \{0, 1\}^n$, and $b \in \{0, 1\}$, the following conditions should hold:

1. $\tilde{F}_k^-(k, J, \tilde{F}_k^+(k, J, m, b), b, 0) = m$,
2. $\tilde{F}_k^-(k, J, \tilde{F}_k^+(k, J, m, b), b, 1) = \tilde{F}_k^+(k, J, m, 1 - b)$,
3. $\tilde{F}_k^-(k, J, x, b, 2) = (\tilde{F}_k^-(k, J, x, b, 0), \tilde{F}_k^-(k, J, x, b, 1))$, and
4. $\tilde{F}_k^+(k, J, x, 2) = (\tilde{F}_k^+(k, J, x, 0), \tilde{F}_k^+(k, J, x, 1))$.

For nonempty sets $K$, $T$, $B$, we define $\text{TFC}(K, T, B \cup B^2)$ as the set of all tweakable fork-ciphers with key space $K$, tweak space $T$, and input space $B$.

**Tweakable Fork-permutation Notion.** The security of a tweakable fork-cipher is evaluated against an ideal forked permutation in the Tweakable Fork-permutation (TFP) notion with encryption queries only or the Strong Tweakable Fork-Permutation (STFP) notion. Algorithm 1 shows the strong STFP notion. The ideal world provides access to the same interfaces as a real fork-cipher, consisting of encryption and decryption oracles $\tilde{F}^+$ and $\tilde{F}^-$ and $\tilde{F}^+$. Both use two random tweakable permutations $P_0$ and $P_1$ internally. The Strong Tweakable Fork-permutation (STFP) advantage of a distinguisher $\mathcal{A}$ in distinguishing the real world $(\tilde{F}_k^+, \tilde{F}_k^-)$ from the ideal world $(\tilde{F}^+, \tilde{F}^-)$ as

$$
\text{Adv}^\text{stfp}_{\tilde{F}_k}(\mathcal{A}) = \Delta_{\mathcal{A}} ( (\tilde{F}_k^+, \tilde{F}_k^-); (\tilde{F}^+, \tilde{F}^-) ) .
$$

We say that $\tilde{F} = (\tilde{F}^+, \tilde{F}^-)$ is $(q, t, \epsilon)$-STFP-secure if the maximal STFP advantage on $\tilde{F}$ is at most $\epsilon$ where the maximum is taken over all distinguishers that make a total of at most $q$ queries to both the encryption and decryption oracle altogether and run in time at most $t$ steps.

Here, we state a fact on secure fork-ciphers which we will require later.
Lemma 1. Let $\tilde{F}: \{0,1\}^n \times \{0,1\}^{2n} \times \{0,1\}^n \rightarrow \{0,1\}^{2n}$ be an ideal fork-cipher. Given $k$, $x \in \{0,1\}^n$ and $y \parallel z \in \{0,1\}^{2n}$, the probability of finding a tweak $J$ such that $\tilde{F}[k, J, x, 2] = y \parallel z$ is bounded by $2^{-2n}$. Moreover, for any given $y \parallel z \in \{0,1\}^{2n}$, the probability of finding a key $k$, a tweak $J$, and an input $x$ such that $\tilde{F}[k, J, x, 2] = y \parallel z$ can be bounded by $2^{-n}$.

Proof. The proof is straight-forward and follows directly from the definition of a secure fork-cipher. For the first part, the event is identical to finding $J$ such that $(\tilde{F}[k, J, x, 0] = y)$ and $(\tilde{F}[k, J, x, 1] = z)$, the probability of which can be bounded by $2^{-2n}$ from the randomness of $\tilde{F}$. For the second part, the adversary can guess a key $k$ and set $x = \tilde{F}^{-1}[k, J, z, 1, 0]$. This essentially ensures that the above equality holds if and only one can find $J$ such that $\tilde{F}[k, J, \tilde{F}^{-1}[k, J, z, 1, 0]] = y$, the probability of which can be bounded by $2^{-n}$.

2.2 Nonce-based Authenticated Encryption and Its Security in The Presence of Leakage

Let $K,N,A,M,C,T$ be non-empty sets for keys, nonce, associated data, messages, ciphertext, and tags, respectively. A nonce-based authenticated encryption scheme with associated data (nAEAD) consists of a pair of deterministic algorithms, called the encryption algorithm $E : K \times N \times A \times M \rightarrow C \times T$ and the decryption algorithm $D : K \times N \times A \times C \times T \rightarrow M \cup \{\bot\}$, where $\bot$ indicates an invalid ciphertext-tag pair. We will often write $E_{K,N,A}^N(M)$ and $D_{K,N,A}^N(C,T)$ for $E(K,N,A,M)$ and $D(K,N,C,T)$, respectively.

It holds that $D_K^{N,A}(C,T) = \bot$ if $\exists M \in M$ satisfying $E_K^{N,A}(M) = (C,T)$. In this case, we call $(N,A,C,T)$ an invalid decryption query. The correctness condition of an nAE scheme states that for every $K \in K$, $N \in N$, $A \in A$, and $M \in M$, it holds that $D_K^{N,A}(E_K^{N,A}(M)) = M$; the tidiness condition states that for all $(K,N,A,C,T) \in K \times N \times A \times C \times T$, where $D_K^{N,A}(C,T) \neq \bot$, it holds that $E_K^{N,A}(D_K^{N,A}((C,T))) = (C,T)$. Let $\Pi = (E,D)$ be an nAEAD scheme. We define the nAEAD advantage of $\mathcal{A}$ on $\Pi$ as

$$\text{Adv}_{\Pi_{\mathcal{K}}}^{\text{nAEAD}}(\mathcal{A}) \triangleq \Delta_{\mathcal{A}}((E_K,D_K);(\$,\bot)),$$

where $\$ is a random oracle that returns a tuple of uniform random strings $(C,T)$ of expected lengths on input $(N,A,M)$ and $\bot$ is a reject oracle that always returns $\bot$ on any input $(N,A,C,T)$. We call $\mathcal{A}$ nonce-respecting if and only if it refrains from reusing nonces in queries directed to the first oracle (referred to the encryption oracle), and the corresponding advantage is termed nonce-respecting advantage. In contrast, should $\mathcal{A}$ reuse nonces in queries to the first oracle, it is classified as a nonce-misuse adversary, with the associated advantage termed as nonce-misuse advantage. Note that in both scenarios we presume that $\mathcal{A}$ can repeats nonces in queries to the second oracle (referred to as the decryption oracle). Throughout this work, we will consider non-trivial adversaries i.e. it will not forward a response from its encryption oracle to the decryption oracle as a forgery.

Security under Nonce Misuse and Leakage. We consider two different classes of adversaries, called nonce-misuse-resilient adversary and leakage adversary. In the setting with nonce-misuse resilience, an adversary $\mathcal{A}$ is allowed to make two types of queries: non-challenge queries and challenge queries. Non challenger queries are answered through the real oracles and the challenge queries are answered either through the real oracles or the ideal oracles. A nonce-misuse resilient adversary can repeat nonces during non-challenge queries to both the encryption and decryption oracles, but must employ a fresh nonce for every challenge query. On the other hand, in the leakage setting, a leakage adversary $\mathcal{A}$ is allowed to make queries to the encryption and to the decryption oracle in either of the two worlds and is given not only the output but also the leakages from the constructions.
Algorithm 2: The CIML2 experiment.

11: procedure INITIALIZE
12: \( K \leftarrow \mathcal{K} \)
13: \( b \leftarrow 0 \)
14: \( S \leftarrow \emptyset \)
21: function \( L\mathcal{E}(K,N,A,M,L_\mathcal{E}) \)
22: \((C,T) \leftarrow \mathcal{E}(K,N,A,M) \)
23: \( S \leftarrow \{(N,A,C,T)\} \)
24: \( R \leftarrow R \)
25: \( L \leftarrow L_\mathcal{E}(K,N,A,M,R) \)
26: return \((C,T,L)\)
31: function \( L\mathcal{D}(K,P,N,A,C,T,L_\mathcal{D}) \)
32: \( M \leftarrow \mathcal{D}(K,N,A,C,T) \)
33: \( R \leftarrow R \)
34: \( L \leftarrow L_\mathcal{D}(K,N,A,C,T,R) \)
35: return \((M,L)\)
41: function FINALIZE
42: return \(b\)

2.2.1 Authenticity of nAEAD under Leakage

Our attention will be directed towards nonce-based AEAD under leakage. We specifically consider cases where the AEAD scheme exhibits nonce-misuse-resistant integrity and non-misuse-resilient confidentiality. Achieving complete nonce-misuse-resistant confidentiality under leakage assumptions appears challenging, as shown in [BGP+20]. Leakage in the AEAD implementation is categorized into leakage during encryption and leakage during decryption. Berti et al. initially introduced a nonce-misuse-resistant leakage integrity concept with only encryption leakage (CIML) in [BKPP+18]. Subsequently, they extended this notion to encompass both encryption and decryption leakage (CIML2) in [BPPS17]. In [BGP+20], Berti et al. further defined a multi-user distinguishing version of the CIML2 notion called muCIML2, emphasizing the equivalency between forgery and distinguishing attacks. The follow-up work [Lis21] introduced a single-user, multi-challenge variant of the muCIML2 notion, called qCIML2 to prove the integrity security of the TEDT2 construction. However, qCIML2 has been introduced as a distinguishing game advantage, but we use the notion in our work in terms of the forging game to prove the integrity security of our construction for single user. Therefore, we will use the CIML2 notion in terms of single user forging, described in Algorithm 2.

Let \( \Pi = (\mathcal{E}, \mathcal{D}) \) be a nonce-based AEAD scheme and \( \mathcal{L}_\mathcal{E}, \mathcal{L}_\mathcal{D} \) be two leakage functions associated with the encryption and decryption function, respectively. We define two functions called encryption with leakage and decryption with leakage, denoted as \( L\mathcal{E} \) and \( L\mathcal{D} \) respectively corresponding to the encryption and decryption function \( \mathcal{E}, \mathcal{D} \) as follows: on input \((K,N,A,M)\), \( L\mathcal{E} \) returns \( (\mathcal{E}_K^{N,A}(M), \mathcal{L}_\mathcal{E}(K,N,A,M,R)) \) for some randomness \( R \leftarrow \mathcal{R} \) sampled uniformly at random from a non-empty set of randomness \( \mathcal{R} \), which models randomness (e.g. implementation and measuring noise) in practice. Similarly, on input \((K,N,A,C,T)\), \( L\mathcal{D} \) returns \( (\mathcal{D}_K^{N,A}(C,T), \mathcal{L}_\mathcal{D}(K,N,A,C,T,R)) \) for some \( R \leftarrow \mathcal{R} \). In the following, we recall the CIML2 definition for \( \Pi||\mathcal{C} \), i.e. an AEAD scheme based on an ideal i.e. random cipher \( \mathcal{C} \). We write \( \mathcal{C}^{\pm} \) as short form to indicate that oracles to \( \mathcal{C} \) and \( \mathcal{C}^{-1} \) are available.

Definition 1 (CIML2). Let \( K \leftarrow \mathcal{K} \) and let \( \mathcal{A} \) be an adversary for a nonce-based AEAD scheme \( \Pi||\mathcal{C}_K = (\mathcal{E}||\mathcal{C}_K, \mathcal{D}||\mathcal{C}_K) \) based on an ideal cipher \( \mathcal{C} \). Let \( \mathcal{L}_\mathcal{E} \) and \( \mathcal{L}_\mathcal{D} \) be two leakage functions associated with encryption and decryption, respectively. Then, we define

\[
\text{Adv}_{\Pi||\mathcal{C}_K}^{\text{CIML2}}(\mathcal{L}_\mathcal{E}, \mathcal{L}_\mathcal{D}, \mathcal{A}) \triangleq \text{Pr}[\mathcal{A}^{L\mathcal{E}||\mathcal{C}_K, L\mathcal{D}||\mathcal{C}_K, \mathcal{C}^{\pm}} \text{forges}].
\]
Algorithm 3 The qCCAmL2 experiment.

11: procedure INITIALIZE
12:  \( K \leftarrow K \)
13:  \( b \leftarrow \{0, 1\} \)
14:  \( S_N \leftarrow \emptyset \)
15:  \( S_A \leftarrow \emptyset \)
21: function \( \text{LE}^1(K, N, A, M, L_c) \)
22:  \( (C, T) \leftarrow E(K, N, A, M) \)
23:  \( S_N \leftarrow N \)
24:  \( R \leftarrow R \)
25:  \( L \leftarrow L_c(K, N, A, M, R) \)
26:  return \( (C, T, L) \)
31: function \( \text{LD}^1(K, N, A, C, T, L_D) \)
32:  if \( (N, A, C, T) \in S_A \) then
33:     return \( L \)
34:  \( R \leftarrow R \)
35:  \( M \leftarrow D(K, N, A, C, T) \)
36:  \( L \leftarrow L_D(K, N, A, C, T, R) \)
37:  return \( (M, L) \)
41: function \( \text{Finalize}(b') \)
42:  return \( b' \)
51: function \( \text{LE}^2(K, N, A, M, L_c) \)
52:  if \( N \in S_N \) then
53:     return \( \perp \)
54:  if \( b = 0 \) then
55:     \( (C, T) \leftarrow E(K, N, A, M) \)
56:  else
57:     \( M^* \leftarrow \{0, 1\}^{|M|} \)
58:     \( M \leftarrow M^* \)
59:     \( (C, T) \leftarrow E(K, N, A, M) \)
60:  \( S_N \leftarrow N \)
61:  \( S_A \leftarrow (N, A, C, T) \)
62:  \( R \leftarrow R \)
63:  \( L \leftarrow L_D(K, N, A, C, T, R) \)
64:  return \( (C, T, L) \)
69: function \( \text{LD}^2(K, N, A, C, T, L_D) \)
70:  if \( (N, A, C, T) \notin S_A \) then
71:     return \( \perp \)
72:  \( R \leftarrow R \)
73:  \( L \leftarrow L_D(K, N, A, C, T, R) \)
74:  return \( L \)

We define \( \text{Adv}^{\text{CCAmL2}}_{\Pi|IC_K}(p, q, \sigma) \) as the maximum advantage of all adversary making at most \( q \) queries of at most \( \sigma \) blocks to its oracles and every leakage will be computed at most \( p \) times.

2.2.2 Privacy of nAEAD under Leakage

Next, we consider privacy under leakage. Let \( \Pi, L_c, \) and \( L_D \) be defined as before. We define the following two pair of oracles corresponding to the encryption and decryption functions: \( \Pi^1, \Pi^2 \) and \( \Pi^2, \Pi^2 \), where on input \( (K, N, A, M) \), \( \Pi^1 \) returns \( \Pi^1(K, N, A, M, R) \) for a randomly sampled \( R \). Similarly, on input \( (K, N, A, C, T) \), the oracle \( \Pi^2 \) returns \( \Pi^2(K, N, A, C, T, R) \) for a randomly sampled \( R \). Another pair of oracles \( \Pi^2, \Pi^2 \) are functionally almost identical to that of \( \Pi^1, \Pi^1 \), with the only difference that \( \Pi^2 \) and \( \Pi^2 \) additionally checks for nonce repetitions. We call the first pair of oracles \( \Pi^1, \Pi^1 \) non-challenge oracles and the other pair of oracles \( \Pi^2, \Pi^2 \) challenge oracles. Informally, qCCAmL2 is defined as a distinguishing game to distinguish the output of the challenge oracle in both the real and ideal worlds with additional access to the non-challenge oracle in both the worlds.

Definition 2 (qCCAmL2). Let \( K \leftarrow K \) and let \( A \) be an adversary for a nonce-based AEAD scheme \( \Pi|IC_K = (E|IC_K, D|IC_K) \) based on an ideal cipher IC. Let \( L_c \) and \( L_D \) be two leakage functions associated with the encryption and decryption function, respectively. Then, we define

\[
\text{Adv}^{\text{CCAmL2}}_{\Pi|IC_K, L_c, L_D}(A) \triangleq \Delta(\Pi^1|IC_K, L^1|IC_K, L^2|IC_K, L^2|IC_K, \Pi^2|IC_K, L^1|IC_K, \Pi^2|IC_K, \Pi^2|IC_K, L^2|IC_K, \Pi^2|IC_K, \Pi^2|IC_K, L^2|IC_K) \ .
\]

Here, \( E^1_K, D^1_K \) are non-challenge oracles. These two oracles are the same for both the real and ideal world. The adversary can repeat nonces to these two oracles. The security is defined as distinguishing event between \( E^2_K, D^2_K \) and \( \$e, \$d \). As we are considering a
nonce-misuse-resilient adversary $A$ cannot repeat nonce for the queries to these challenge oracles. In the ideal world, $\$E$ encrypts a random string of the same length as the original message. $\mathcal{D}_E^2$ accepts only the previous reply of $\mathcal{E}_E^2$ and outputs only the leakage, but not the decryption result to avoid trivial wins. Similarly, $\$D$ accepts only outputs from previous queries to $\$E$ and outputs the decryption leakages but not the decryption results to avoid trivial attacks.

In this work, we prove the confidentiality of the construction in the nonce-misuse-resilient setting, where adversaries must use a fresh nonce for each challenge query to $\mathcal{E}_E^2$ and $\$E$. By assuming there is no non-challenge valid decryption query, we define the qCPAmL2 notion as follows:

**Definition 3** (qCPAmL2). Let $K \xleftarrow{\$} \mathcal{K}$ and let $A$ be an adversary for a nonce-based AEAD scheme $\Pi(\|C\|_K = (\mathcal{E}(\|C\|_K), \mathcal{D}(\|C\|_K))$ based on an ideal cipher $IC$. Let $\Sigma_E$ and $\Sigma_D$ be two leakage functions associated with the encryption and decryption function, respectively. Then, we define

$$\text{Adv}^{q\text{CPAmL2}}_{\Pi(\|C\|_K), \Sigma_E, \Sigma_D}(A) \triangleq \Delta_A(\mathcal{L}_E^E[|C|_K], \mathcal{L}_D^E[|C|_K], L\mathcal{D}_E^E[|C|_K], IC^\pm; \mathcal{L}_E^I[|C|_K], $E$, $\$D, IC^\pm).$$

We define $\text{Adv}^{q\text{CCAmL2}}_{\Pi(\|C\|_K), \Sigma_E, \Sigma_D}(p, q, \sigma)$ as the maximum advantage of all adversaries making at most $q$ queries of at most $\sigma$ blocks in total and every leakage will be computed at most $p$ times and define $\text{Adv}^{q\text{CPAmL2}}_{\Pi(\|C\|_K), \Sigma_E, \Sigma_D}(p, q, \sigma)$ similarly in the natural manner.

## 3 Design and Specification of FEDT

In this section, we formally specify the FEDT authenticated encryption scheme and give a brief design rationale.

### 3.1 Specification

FEDT uses a fork-cipher $\tilde{F}$ as its underlying primitive that takes an $n$-bit key, a $2n$-bit tweak, and an $n$-bit input and produce a $2n$-bit output: $\tilde{F} : \{0,1\}^n \times \{0,1\}^{2n} \times \{0,1\}^n \rightarrow \{0,1\}^{2n}$. The mode follows an Encrypt-then-MAC composition.

**Encryption Module.** The encryption function takes as inputs a nonce $N$, a message $M$, and a master key $K$ and generates the ciphertext $C$ (with $|C| = |M|$). The encryption is essentially a one-time pad, where the key-stream is generated from the nonce using the tweakable fork cipher in a tree-like structure as shown in Figure 1a.

**Authentication Module.** The authentication module takes as inputs the nonce $N$, associated data $A$, the ciphertext $C$, and generates the tag $T$. First, we use an injective padding function $\text{pad}$ similarly as in [BGP+20] on $N, A, C$ to generate a bit string $U$ whose length is a guaranteed multiple of 2n bits, where, $\text{pad}(N, A, C) = (A||C)||0^{2n-\ell}) ||N || ([A]_{n/2}||([C]_{n/2}).$ The padding function ensures that for different $(N, A, C), (N', A', C')$, we have $U \neq U'$. Next, the authentication module generates a $2n$-bit string $V||W$ from $U$ using $2n$-bit parts as tweak inputs to $\tilde{F}$. The $i$-th fork-cipher invocation takes the most significant $n$-bits of the previous fork-cipher output as the key, the least significant $n$-bits as the input and $U_i$ as tweak and generates a $2n$-bit output. The initial input and key is taken as $0^n$, and the last fork-cipher output is considered as $V||W$. Finally, $V||W$ is used as the tweak with input $0^n$, and key $K$ into $\tilde{F}$ to generate the tag. A pictorial description of the authentication module is shown in Fig. 1b.
Decryption Algorithm. The corresponding decryption algorithm takes as inputs a nonce $N$, associated data $A$, and a ciphertext-tag pair $(C, T)$ and outputs the message $M$ if the verification was successful and ⊥ otherwise. The algorithm is a verify-then-decrypt type algorithm. First, it invokes the authentication module on $(N, A, C)$, and the inverse of the fork-cipher to verify the authenticity of the submitted ciphertext-tag pair. If the input is proven authentic, then it decrypts the ciphertext to get the plaintext. The usage of the inverse fork-cipher prevents leaking the correct tag for an invalid ciphertext. The complete specification of FEDT is provided in Algorithm 4. It is pictorially depicted in Fig. 1a and Fig. 1b for messages of $8n$ bits.

### 3.2 Design Rationale

In this section, we describe our design rationale of FEDT. Prior, we will briefly describe two existing Grade-3 leakage-resilient nAEAD constructions: (a) TEDT and (b) TEDT2, and a overview of our construction FEDT.

#### TEDT.

The structure of TEDT is as follows:

\[
\begin{align*}
IV & \leftarrow \tilde{E}(K, PK \| 0 \| 0^n/4), \\
C & \leftarrow G(IV, N) \oplus M, \\
V \| W & \leftarrow H(\tilde{E}(N, A, C)), \\
T & \leftarrow \tilde{E}(K, [W]_{a-1} \| 1, V).
\end{align*}
\]

A public user-specific value $PK$ aids TEDT in maintaining security integrity within a multi-user framework. The underlying PRG, denoted as $G$, is derived from Bellare-Yee [BY03] re-keying principles, following guidelines proposed for leakage resilience in [PSV15]. Notably, each TBC call in $G$ shares the same tweak within a user and utilizes an identical key in two TBCs at each level. Consequently, only $n$ bits differ between two $2n$-bit tweakeys. The hash function $H$ employed in TEDT is a variation of Hirose’s double-block hash function [Hir06].

---

**Algorithm 4 Specification of FEDT.**

<table>
<thead>
<tr>
<th>Line</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>11:</td>
<td>function $E(K, N, A, M)$</td>
</tr>
<tr>
<td>12:</td>
<td>$k_1</td>
</tr>
<tr>
<td>13:</td>
<td>$C \leftarrow Enc(k_1</td>
</tr>
<tr>
<td>14:</td>
<td>$V</td>
</tr>
<tr>
<td>15:</td>
<td>$T \leftarrow TGF(K, V</td>
</tr>
<tr>
<td>21:</td>
<td>function $D(K, N, A, C, T)$</td>
</tr>
<tr>
<td>22:</td>
<td>$V</td>
</tr>
<tr>
<td>23:</td>
<td>$ip \leftarrow TGF^{-1}(K, V</td>
</tr>
<tr>
<td>24:</td>
<td>if $ip = 0^n$ then return $Enc(K, N, C)$</td>
</tr>
<tr>
<td>31:</td>
<td>function $pad(A, N, C)$</td>
</tr>
<tr>
<td>32:</td>
<td>$l \leftarrow</td>
</tr>
<tr>
<td>33:</td>
<td>$\delta \leftarrow l \mod 2n$</td>
</tr>
<tr>
<td>34:</td>
<td>$Y \leftarrow (A</td>
</tr>
<tr>
<td>35:</td>
<td>return $Y$</td>
</tr>
<tr>
<td>41:</td>
<td>function $KDF(K, J, X)$</td>
</tr>
<tr>
<td>42:</td>
<td>$\tilde{F}^*(K, J, X, 2)$</td>
</tr>
<tr>
<td>46:</td>
<td>function $TGF(K, J, X)$</td>
</tr>
<tr>
<td>47:</td>
<td>return $\tilde{F}^*(K, J, X, 0)$</td>
</tr>
</tbody>
</table>

---

**Algorithm 4 Specification of FEDT.**

<table>
<thead>
<tr>
<th>Line</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>51:</td>
<td>function $Enc(k_1</td>
</tr>
<tr>
<td>52:</td>
<td>$i \leftarrow [M]/n$</td>
</tr>
<tr>
<td>53:</td>
<td>$M_0</td>
</tr>
<tr>
<td>54:</td>
<td>for $i \leftarrow 3, 5, \ldots, (2l - 3)$ do</td>
</tr>
<tr>
<td>55:</td>
<td>$a \leftarrow (i - 1)/2$</td>
</tr>
<tr>
<td>56:</td>
<td>$J_a \leftarrow N</td>
</tr>
<tr>
<td>57:</td>
<td>$k_i</td>
</tr>
<tr>
<td>58:</td>
<td>for $i \leftarrow 1, 2, 3, \ldots, l$ do</td>
</tr>
<tr>
<td>59:</td>
<td>$C_i \leftarrow M_i \oplus k_{i-2+1}$</td>
</tr>
<tr>
<td>60:</td>
<td>$C \leftarrow C_1</td>
</tr>
<tr>
<td>61:</td>
<td>return $C$</td>
</tr>
<tr>
<td>66:</td>
<td>for $i \leftarrow 1, 2, 3, \ldots, l$ do</td>
</tr>
<tr>
<td>67:</td>
<td>$u_{i}</td>
</tr>
<tr>
<td>68:</td>
<td>return $u_{i}</td>
</tr>
<tr>
<td>71:</td>
<td>function $TGF^{-1}(K, J, Y)$</td>
</tr>
<tr>
<td>72:</td>
<td>return $\tilde{F}^{-1}(K, J, Y, 0, 0)$</td>
</tr>
</tbody>
</table>
The tag generation involves a call to a strongly protected implementation of the TBC utilizing $W$ as a tweak, $V$ as input, and the master key $K$ to produce the tag $T$.

**TEDT2.** TEDT2 adheres to a structure akin to TEDT with modifications in the KDF and TGF. A synopsis of TEDT2 is as follows:

\[
\begin{align*}
    a &\leftarrow KDF(K, N), \\
    C &\leftarrow G(\mathbf{E})(a, b, N) \oplus M, \\
    U \parallel V &\leftarrow H(\mathbf{E})(A, C), \\
    T &\leftarrow \mathbf{E}(K, 8 \parallel N \parallel V, U). 
\end{align*}
\]

The KDF employs two TBC calls sharing the same master key $K$, fixed input $0$, and distinct tweaks using domain separation. TEDT2 utilizes the encryption function $G$, which is a CTR-based mode, where each TBC employs a $3n$-bit tweakey with domain-separated $2n$-bit tweaks. The hash function $H$ is a variant of Naito’s hash function [Nai19] based on MDPH [HPY07]. Ultimately, TEDT2 employs a call to a strongly protected TBC implementation with the master key $K$, input $U$, a nonce $N$, input $V$, and a domain separation factor in tweak to generate the tag $T$. 

---

**Figure 1:** Schematic view of FEDT for eight message blocks.

(a) Encryption for a message of eight blocks.

(b) Authentication, composed of hashing and the TGF.
**FEDT.** The outline of FEDT is as follows:

\[
\begin{align*}
K_1, K_2 &\leftarrow \tilde{F}(K, N\|0^n, N), \\
C &\leftarrow G[E](K_1, K_2, N) \oplus M, \\
U \| V &\leftarrow H[E](N, A, C), \\
T &\leftarrow \tilde{F}(K, U\|V, 0^n).
\end{align*}
\]

FEDT uses a call to a strongly protected implementation of a fork-cipher in the KDF using master key K and the nonce in both input and tweak. The encryption function Enc uses then a less protected implementation of the fork-cipher with a tweak of 3n bit. The tweaks of each fork-cipher call depend on the nonce and the index of the call in the encryption tree which yields a distinct tweak for every primitive call. FEDT employs a fork-cipher-based hash function that is heavily inspired from TBC-based double-block-length hashing. FEDT uses the fixed input 0^n in the TGF in a similar way as [BGPS21].

Finally, FEDT uses a call to a strongly protected implementation of the fork-cipher with the master key K, the 2n-bit hash output as the tweak, and the fixed input 0^n as inputs. FEDT output the most significant n-bit of the output as the tag. Note that FEDT does not use the nonce in the TGF.

**Comparison.** The privacy of TEDT is limited to the birthday bound primarily since it uses the same tweak in each TBC call in the encryption for the same user. TEDT processes the fresh n-bit key at every step in the encryption. To address this bottleneck, TEDT2 uses a fresh 2n-bit tweakey for every step of the encryption. To preserve the rate of TEDT, TEDT2 processes two message blocks per step compared to TEDT’s single block. Instead of refreshing the tweak in each step to achieve beyond-birthday-bound privacy, FEDT uses distinct tweaks of the form N\|[i]_n. This approach eliminates the need for an extra primitive call to process fresh tweaks, yielding an efficient solution for beyond-birthday-bound privacy. The tree structure also restricts the length of the longest TBC sequence to log(d) for a dn-bit message, surpassing the efficiency of the d-length TBC sequence in both TEDT and TEDT2. Thus, it can enhance parallelization, and have a primitive rate of one compared to 0.5 for TEDT and TEDT2. However, the different primitives demand a more fine-grained comparison.

The authentication in FEDT follows a sequence similar to the pad-Hash-TGF employed in TEDT and TEDT2. We introduce a hash function based on a fork-cipher, which follows from the TBC-based double-block-length hash function. In this hash, every call to the primitive takes a 2n-bit block of the padded nonce, associated data, and ciphertext string as a tweak. Subsequently, in the TGF, the 2n-bit hash serves as the tweak in a strongly protected call to the fork-cipher with the master key K. FEDT employs a fixed input 0^n, distinguishing it from the variable input in TEDT and TEDT2. The primitive rate in this hash function is twice that of TEDT and TEDT2, however, under a different primitive.

### 3.3 **FEDT*: A Low-latency Variant of FEDT**

While FEDT may benefit from parallelization because of its tree-structured encryption, this induces also a non-trivial latency of roughly log_2(d) fork-cipher calls before the first ciphertext can be output for a message of d n-bit blocks. As part of a remedy, we propose FEDT* as a second approach, that replaces the encryption function of FEDT with a fork-cipher-based variant of the RCTR encryption in TEDT2. A schematic diagram of FEDT* is depicted in Figure 2 along with a description in Algorithm 5. FEDT* inherits the KDF, Hash function, and TGF from FEDT. However, it processes four message blocks in each level of encryption using three calls to the primitive, achieving an increased rate (of 4/3), where each level generates two keys for the next level and four n-bit ciphertext blocks. Note that these three fork-cipher calls can be computed in parallel. The rate at each level
Algorithm 5 Specification of FEDT*.

```plaintext
11: function E(K, N, A, M)
12: \( k_1, k_2 \leftarrow \text{KDF}(K, N|0^n, N) \)
13: \( V \leftarrow \text{KDF}(k_1|k_2, N, M) \)
14: \( T \leftarrow \text{TGF}(K, V|W, 0^n) \)
15: return \( T \)

21: function D(K, N, A, C, T)
22: \( V \leftarrow \text{H}(A, N, C) \)
23: \( \text{ip} \leftarrow \text{TGF}^{-1}(K, V|W, T) \)
24: if \( \text{ip} = 0^n \) then
25: return \( \text{Enc}(K, N, C) \)
26: return \( \bot \)

31: function pad(A, N, C)
32: \( I \leftarrow |A|C2 \)
33: \( \delta \leftarrow I \mod 2^n \)
34: \( Y \leftarrow (A|C2^n+\delta)|N|(|A|n+2)||C2^n/2 \)
35: return \( Y \)

41: function KDF(K, J, X)
42: return \( F^+(K, J, X, 2) \)

46: function TGF(K, J, X)
47: return \( F^+(K, J, X, 0) \)

51: function Enc(k_1|k_2, N, M)
52: \( I \leftarrow |M|/n \)
53: \( (I_1, I_2, \ldots, I_{n/4}) \)
54: for \( i = 1, 2, 3, \ldots, n/4 \) do
55: \( k_{2i+1}|k_{2i+2} \leftarrow \text{Enc}(k_{2i+1}|k_{2i+2}, N|0^n, N, 2) \)
56: \( Y_{1i-\ldots-1}|Y_{2i-\ldots-1} \leftarrow \text{Enc}(k_{2i+1}|k_{2i+2}, N|0^n, N, 2) \)
57: \( Y_{3i-\ldots-3}|Y_{4i-\ldots-3} \leftarrow \text{Enc}(k_{2i+1}|k_{2i+2}, N|0^n, N, 2) \)
58: for \( s = 0, \ldots, 3 \) do
59: \( C_{4i-s} = \text{Enc}(k_{2i+1}|k_{2i+2}, N|0^n, N, 2) \)
60: return \( C = C_{1} \cdot C_{2} \cdot \ldots \cdot C_{n/2} \)

61: function Hash(A, N, C)
62: \( U \leftarrow \text{pad}(A, N, C) \)
63: \( U_{1|U_2|\cdots|U_t} \leftarrow 2^tU \)
64: \( u_0 \leftarrow 0^n \)
65: \( v_0 \leftarrow 0^n \)
66: for \( i = 1, 2, 3, \ldots, t \) do
67: \( u_i \leftarrow \text{Enc}(v_{i-1}, U_i, u_{i-1}, 2) \)
68: return \( u_t \)

71: function TGF\(^{-1}\)(K, J, Y)
72: return \( F^-(K, J, Y, 0, 0) \)
```

can be further increased by employing more parallel fork-ciphers with domain-separating tweaks. We note that a complete comparison must depend on the cost of the primitives for achieving a similar security level. Since the optimal security and efficiency of fork-ciphers are less studied than tweakable block ciphers, we leave the further understanding of the security of concrete instances as an open problem.

### 4 Security Analysis of FEDT

In this section, we analyze the security of FEDT. First, we study the collision security of the underlying hash function, before we consider its CIML\(^2\) security and qCCAmL\(^2\) security bounds.

#### 4.1 Collision Security of the Hash Function

Here, we bound the collision security of the underlying hash function of FEDT \( H[F] \).
Lemma 2. Let $A$ be an adversary aiming to discover a collision in the hash function $H[\tilde{F}]$ while making a maximum of $q_p$ primitive queries, including those made during hash queries. Let $\text{Coll}$ be the event that $A$ finds a collision in $H$, i.e., $A$ output $U$ and $U'$ such that $H[\tilde{F}](U) = H[\tilde{F}](U')$. Then, 

$$\Pr[\text{Coll}] \leq \frac{q_p}{2^n} + \frac{q_p^2}{2^{2n}} + \frac{q_p^3}{2^{3n}}.$$ 

Proof. $A$ can make two kinds of queries to oracles: construction queries and ideal-cipher queries. In the former, $A$ submits an input $U$ of $dn$ bits for some integer $d$ and obtains a $2n$-bit output $H[\tilde{F}](U) = V||W$. For ideal-cipher queries, $A$ chooses a key $k$, a tweak $J$, and evaluate both the forward and backward queries to the ideal-cipher $\tilde{F}$ as follows: for the forward query, $A$ submits a key $k$, a tweak $J$, and an $n$-bit input $X$ with a selector bit $s$ and $A$ gets $\tilde{F}^+(k, J, X, s)$ as the response. On the other hand, for a backward query, $A$ submits a key $k$, a tweak $J$, and an $n$-bit input $Y$ with a bit $b$ and a selector bit $s$ and gets $\tilde{F}^-(k, J, Y, b, s)$ as the response. The collection of all construction queries and ideal-cipher queries constitute the attack transcript as follows: $\tau = \{\tau_p\}$, where $\tau_p$ consists of queries of the form $(U, V||W)$, where $U$ is queried to the hash function $H[\tilde{F}]$ during construction queries and $V||W$ is the corresponding response, i.e., $H[\tilde{F}](U) = V||W$.

On the other hand, $\tau_p$ consists of ideal-cipher queries of the form $(k, J, X, Y||Z)$, where $Y||Z \leftarrow \tilde{F}^+(k, J, X, 2)$. Note that, for a fixed key $k$ and a tweak $J$, any of $X, Y, Z$ will fix the value of other two.

Let $\text{bad}$ be a Boolean flag, which is true if and only if there exists an ideal-cipher query that hits the initial value $0^{2n}$. Formally,

$$\text{bad} \leftarrow 1 \text{ if } \exists (k, J, x, y||z) \in \tau_p \text{ such that } y||z = 0^{2n}.$$

To set the boolean flag $\text{bad}$, the adversary must discover a key, tweak, input tuple $(k, J, x)$ such that $\tilde{F}(k, J, x, 2) = 0^{2n}$ holds. Following Lemma 1, for a fixed tuple of $(k, J, x)$, the probability that $\tilde{F}(k, J, x, 2) = 0^{2n}$ is at most $2^{-n}$. Moreover, the number of choices of such tuple is at most $q_p$. Hence we have

$$\Pr[\text{bad}] \leq \frac{q_p}{2^n}. \quad (1)$$

We will now establish an upper bound on the collision probability of the hash function given that $\text{bad}$ condition does not occur. Following Eqn. (1), we have

$$\Pr[\text{Coll}] \leq \Pr[\text{Coll} \land \neg \text{bad}] + \Pr[\text{bad}] \leq \Pr[\text{Coll} \land \neg \text{bad}] + \frac{q_p}{2^n}. \quad (2)$$

It remains to bound (1). Note that a collision in the hash function implies 

$$(U, V||W), (U', V'||W') \in \tau_h : V||W = V'||W'.$$

Let $U$ and $U'$ be represented as follows: $U \leftarrow U_1||U_2||\cdots||U_l$ and $U' \leftarrow U'_1||U'_2||\cdots||U'_l$, where each $U_i$ and $U'_i$ is a $2n$-bit block. Note that, $(U, V||W) \in \tau_h$, implies the existence of a sequence $\left((u_0, v_0), (u_1, v_1), \ldots, (u_l, v_l)\right)$, where each $u_i, v_i \in \{0, 1\}^n$ with the initial values $(u_0, v_0) = (0^n, 0^n)$ and $(u_l, v_l) = (V, W)$. Similarly, for $(U', V||W) \in \tau_h$, implies the existence of a sequence $\left((u'_0, v'_0), (u'_1, v'_1), \ldots, (u'_l, v'_l)\right)$, where each $u'_i, v'_i \in \{0, 1\}^n$ with the initial values $(u'_0, v'_0) = (0^n, 0^n)$ and $(u'_l, v'_l) = (V, W)$. Furthermore, it must hold that

$$\begin{align*}
\tilde{F}^+(v_{i-1}, U_i, u_{i-1}, 2) &= u_i || v_i \quad \forall i = 1, 2, \ldots, l \\
\tilde{F}^+(v'_{i-1}, U'_i, u'_{i-1}, 2) &= u'_i || v'_i \quad \forall i = 1, 2, \ldots, l'
\end{align*}$$
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Without loss of generality, we assume that no probability of finding such (key, tweak, input)-tuple is upper bounded by a tweak. Furthermore, we also assume that \((v_{i-1}, U_1, u_{i-1}, u_i||v_i)\) is added to \(\tau_p\) after \((v_{i'}, U_1, u_{i'-1}, u_{i'}||v_{i'})\). Now, we have the following cases:

**Case (1):** \((v_{i-1}, U_1, u_{i-1}, u_i||v_i)\) is added to \(\tau_p\) after \((v_{i-2}, U_1-1, u_{i-2}, u_{i-1}||v_{i-1})\): Let \(\text{Coll}_1\) represent the event where \(A\) finds a collision in \(H\). In this scenario, with a given key \(v_{i-1}\) and a given input \(u_{i-1}\), the adversary must discover a suitable tweak \(J = U_1\), such that \(\tilde{F}^+(v_{i-1}, J, u_{i-1}, 2) = u_i||v_i\) for a given output \(u_i||v_i\). For a fixed value of \((u_{i-1}, v_{i-1})\) and for a fixed value of \((u_i, v_i)\), we apply Lemma 1, and it follows that the probability of finding such a tweak \(J\) is upper bounded by \(2^{-2n}\) due to the randomness of the fork-cipher \(\tilde{F}\). Furthermore, there are at most \(q_p\) choices for \((u_{i-1}, v_{i-1})\) and at most \(q_p\) choices for \((u_i, v_i)\). Therefore, by varying over all possible choices of indices, we have

\[
\Pr[\text{Coll}_1 \leftarrow \text{bad}] \leq \frac{q_p^2}{2^{2n}}. \tag{3}
\]

**Case (2):** \((v_{i-1}, U_1, u_{i-1}, u_i||v_i)\) is added to \(\tau_p\) before \((v_{i-2}, U_1-1, u_{i-2}, u_{i-1}||v_{i-1})\): In this scenario, with a given output \(u_{i-1}\), the adversary must find a key \(k = v_{i-1}\), a tweak \(J = U_1\), and an input \(x = u_{i-1}\), such that \(\tilde{F}^+(k, J, x, 2) = u_i||v_i\). For a fixed choice of \((u_{i-1}, v_{i-1})\) and for a fixed choice of \((u_i, v_i)\), we apply Lemma 1, and it follows that the probability of finding such a tuple \(J\) is upper bounded by \(2^{-n}\) due to the randomness of \(\tilde{F}\). However, we have to analyze the probability of getting the primitive query \((v_{i-2}, U_1-1, u_{i-2}, u_{i-1}||v_{i-1})\), which we do in the following two subcases:

- **Subcase (2a):** \((v_{i-2}, U_1-1, u_{i-2}, u_{i-1}||v_{i-1})\) is added to \(\tau_p\) after \((*,*,*, u_{i-2}||v_{i-2})\): Let \(\text{Coll}_{2a}\) represent the event where \(A\) finds a collision in \(H\). In this scenario, similar to Case (1), the collision follows from the right choice of the tweak \(U_1-1\), as the adversary has to find a suitable tweak for a given output \(u_{i-1}||v_{i-1}\) with a given key \(u_{i-2}\) and input \(u_{i-2}\). By virtue of Lemma 1, the probability of finding such a suitable tweak is upper bounded by \(2^{-2n}\) due to the randomness of \(\tilde{F}\). Furthermore, there are at most \(q_p\) choices for each of \(u_{i-2}||v_{i-2}, u_{i-1}||v_{i-1}\), and \(u_i||v_i\). Over all possible choices of indices, we have

\[
\Pr[\text{Coll}_{2a} \leftarrow \text{bad}] \leq \frac{q_p^2}{2^{4n}}. \tag{4}
\]

- **Subcase (2b):** \((v_{i-2}, U_1-1, u_{i-2}, u_{i-1}||v_{i-1})\) is added to \(\tau_p\) before \((*,*,*, u_{i-2}||v_{i-2})\): Let \(\text{Coll}_{2b}\) represent the event in which \(A\) finds a collision in \(H\). This scenario is analogous to Case (2). Note that \(u_{0}||v_{0}\) is set to \(0^{2n}\). By continuing with a similar argument recursively, we reach a point where there exists some \(a \in [0, l]\) such that either \(u_{a}||v_{a} = 0^{2n}\) or \((*,*,*, u_{a}||v_{a})\) is added to \(\tau_p\) before \((u_{a}, U_{a+1}, u_{a}, u_{a+1}||v_{a+1})\). In both cases, the adversary must find a suitable tweak \(U_{a+1}\) such that \(u_{a+1}||v_{a+1} \leftarrow \tilde{F}^+(u_{a}, U_{a+1}, u_{a}, 2)\), where \(u_{a}||v_{a}\) and \(u_{a+1}||v_{a+1}\) are given. Then, for a fixed choice of indices, by applying Lemma 1, the probability for finding such a tweak is upper bounded by \(2^{-2n}\) due to the randomness of \(\tilde{F}\). Furthermore, there are at most \(q_p\) choices for each of \(u_{a}||v_{a}, u_{a+1}||v_{a+1}\), and \(u_i||v_i\). Over all possible choices of indices, we have

\[
\Pr[\text{Coll}_{2b} \leftarrow \text{bad}] \leq \frac{q_p^3}{2^{3n}}. \tag{5}
\]

The result follows by combining Equations (2) through (5). \(\square\)

\(^2\)If the collision occurs at some earlier point \(a\), we would have considered the sequence up to \(a\).
4.2 CIML2 Security of FEDT

Theorem 1. Let $K \overset{\$}{\leftarrow} \mathcal{K}$ and let $\tilde{F} : \{0,1\}^n \times \{0,1\}^{2n} \times \{0,1\}^n \rightarrow \{0,1\}^{2n}$ be a fork-cipher. Let $\mathcal{A}$ be a CIML2-adversary on $\text{FEDT}[\tilde{F}]_K$ that makes at most $q_c$ construction queries and at most $q_p$ ideal-cipher queries. Then, we have

$$\text{Adv}_{\text{FEDT}[\tilde{F}]_K}^{\text{CIML2}}(q_c, q_p) \leq \frac{4q^2}{2^{2n}} + \frac{q^2}{2^{2n}} + \frac{q^4}{2^{3n}}.$$ 

where $q = \max\{q_c, q_p\}$.

Proof. We define the transcript containing all queries and responses of the adversary $\mathcal{A}$ as $\tau = (K, \tau_p, \tau_c, \tau_{\text{KDF}}, \tau_{\text{TGF}})$, where $\tau_p$ contains all queries and responses to the ideal fork-cipher $\tilde{F}$ including both the ideal-cipher query and the internal state variables generated during the computation of the construction queries in the following way: $(k, J, X, Y\|Z)$, where $Y\|Z \leftarrow \tilde{F}^+(k, J, X, 2)$. $\tau_c$ contains all construction queries and responses as $(K, N, A, M, C, T)$, where either $(C, T) \leftarrow \mathcal{E}(K, N, A, M)$ or $M \leftarrow \mathcal{D}(K, N, A, C, T)$. Moreover, $\tau_h$ consists of all queries to the hash function and the corresponding responses in the form $(U, V\|W)$, where $V\|W \leftarrow H(U)$. The transcript corresponding to the key-derivation function $\tau_{\text{KDF}}$ consists of all queries and responses to the assumed leak-free key-derivation function as $(K, J, X, Y\|Z)$, where $K$ is the secret key and $Y\|Z \leftarrow \tilde{F}^+(K, J, X, 2)$. Finally, $\tau_{\text{TGF}}$ consists of all queries and responses to the tag generation function as $(K, J, X, Y\|Z)$, where $X \leftarrow \tilde{F}^-(K, J, Y, 0, 0)$ or $Y\|Z \leftarrow \tilde{F}^+(K, J, X, 2)$. We assume that KDF and TGF do not leak the master secret key $K$ and all other primitives leak all key, input and output. We reveal the master key $K$ to the adversary and add it to the transcript at the end of the interaction. We call a transcript $\tau = (K, \tau_p, \tau_c, \tau_h, \tau_{\text{KDF}}, \tau_{\text{TGF}})$ attainable if the probability of realizing it in the ideal world is non-zero.

**Bad Transcripts and Their Probability.** We call an attainable transcript $\text{Bad}$ at if at least one of the following events occurs:

- **Bad$_1$:** $\exists(U_i, V_i\|W_i), (U_j, V_j\|W_j) \in \tau_h$ such that $U_i \neq U_j$ but $(V_i, W_i) = (V_j, W_j)$.
- **Bad$_2$:** $\exists(K, J_i, X_i, \ast) \in \tau_{\text{KDF}}$ and $\exists(K, J_i, 0^n, \ast) \in \tau_{\text{TGF}}$ such that $X_i = 0^n \land J_i = J_j$.
- **Bad$_3$:** $\exists(K, J_i, X_i, Y_i\|Z_i) \in \tau_{\text{KDF}}$ and $(k_p, j_p, x_p, y_p\|z_p) \in \tau_p$ such that $(K, J_i, X_i) = (k_p, j_p, x_p)$, or $(K, J_i, Y_i\|Z_i) = (k_p, j_p, y_p\|z_p)$.
- **Bad$_4$:** $\exists(K, J_i, 0^n, Y_i\|Z_i) \in \tau_{\text{TGF}}$ and $(k_p, j_p, x_p, y_p\|z_p) \in \tau_p$ such that $(K, J_i, X_i) = (k_p, j_p, x_p)$, or $(K, J_i, Y_i\|Z_i) = (k_p, j_p, y_p\|z_p)$.

Note that the TGF uses a strongly protected fork-cipher implementation with a fixed key $K$ and the input $0^n$. A collision in the tweak of the TGF for two queries would result in a forgery. The output of the hash function $H$ is employed as the tweak for the TGF. Therefore, **Bad$_1$** is designed to prevent such forgery attempts by removing collisions in the tweak values. Furthermore, guessing the master key $K$ could also lead to a trivial forgery. Since $K$ is utilized exclusively in the KDF and the TGF. To mitigate this risk, **Bad$_1$** and **Bad$_4$** are introduced to address the chance of a forgery from guessing the master key.

**Bounding $\text{Bad}_1 \lor \text{Bad}_2$.** By definition, **Bad$_1$** essentially says that there is a collision in the hash function as defined in Lemma 2. Moreover, **Bad$_2$** happens if $X_i = N_i = 0^n$ and the adversary can find a hash-function pre-image of $J_i = N_i\|0^n = 0^{2n}$. This condition is equivalent to bad condition defined on Lemma 2. It follows that

$$\Pr[\text{Bad}_1 \lor \text{Bad}_2] = \Pr[\text{Coll}] \leq \frac{q_p^2}{2^{2n}} + \frac{q_p^4}{2^{3n}}.$$ (6)
Bounding Bad₃. Among all primitive queries, this bad event will occur if the adversary successfully guesses the master key $K$ since all KDF queries rely on the same master key. Furthermore, there are at most $q_p$ primitive queries. From the randomness of $K$, we have

$$\Pr[\text{Bad}_3] \leq \frac{q_p}{2^n}. \quad (7)$$

Bounding Bad₄. Similar as Bad₃, this bad event will occur if the adversary successfully guesses the master key $K$ since all TGF queries rely on the same master key. Furthermore, there are at most $q_p$ primitive queries. From the randomness of $K$, we have

$$\Pr[\text{Bad}_4] \leq \frac{q_p}{2^n}. \quad (8)$$

Hence, by applying the union bound on the three cases above, we obtain

$$\Pr[\text{Bad}] \leq \frac{q_p}{2^n} + \frac{q_p^2}{2^{2n}} + \frac{q_p^3}{2^{3n}} + \frac{q_p}{2^n} = 3\frac{q_p}{2^n} + \frac{q_p^2}{2^{2n}} + \frac{q_p^3}{2^{3n}}. \quad (9)$$

Bounding The Forging Advantage Conditioned on ¬Bad. We upper bound the probability of a forgery conditioned on the case that no Bad events have occurred. A successful forgery implies the existence of a tuple $(K, N, A, M, C||T) \in \tau_c$, which yields a valid decryption query i.e., $M \neq \bot$. Following the processing of $(N, A, C, T)$, we can find an element $(\text{pad}(A, N, C), V||W) \in \tau_b$, a $(k_p, J_p, x_p, V||W) \in \tau_p$, and $(K, V||W, 0^n, T||\ast) \in \tau_{\text{TGF}}$. To bound the probability of this event, we proceed as follows: First, we argue that the tuple $(K, V||W, 0^n, T||\ast)$ cannot represent a forward query. If it were a forward query, there would exist an encryption query $(N', A', M')$ such that $E(K, N, A, M) = C', T$. Furthermore, since $(N, A, C, T)$ is a valid decryption query, we have $(N, A, C) \neq (N', A', C')$, which implies that $\text{pad}(A, N, C) \neq \text{pad}(A', N', C')$. This would lead to a collision in the hash function $H$, which contradicts the assumption of ¬Bad₁. Hence, for the successful forgery, $A$ must find values for $J$ and $T$ such that $\tilde{F}^{-}(K, J, T, 0, 0) = 0^n$, where $K$ is secret, as assumed by ¬Bad₃ and ¬Bad₄, and $J$ must be fresh and distinct from all the tweak values used in the TGF during encryption queries. From the security properties of the primitive fork-cipher, we know that for any $(J, T)$, $\Pr[\tilde{F}^{-}(K, J, T, 0, 0) = 0^n] \leq 2^{-n}$. Therefore, we have:

$$\Pr[\text{Forge}|\neg\text{Bad}] \leq \frac{q_c}{2^n}. \quad (10)$$

By combining Equations (9) and (10) and using $q = \max\{q_c, q_p\}$, we have

$$\text{Adv}^{\text{CCAmL2}}_{\text{FEDT};\tilde{F}}(q_c, q_p) \leq \Pr[\text{Bad}] + \Pr[\text{Forge}|\neg\text{Bad}] \leq \frac{4q}{2^n} + \frac{q^2}{2^{2n}} + \frac{q^3}{2^{3n}},$$

which proves the result.

\\

4.3 CCAmL2 Security of FEDT

In this section, we establish the CCAmL2 security of FEDT. Before delving into our main theorem, we will explore two security concepts following [BBC⁺20,BGP⁺19,Lis21], that will play a crucial role in our analysis. To ensure confidentiality, we will incorporate two additional security notions that address non-invertibility under leakage, as described in Algorithm 6, and indistinguishability under leakage for the XOR function, as outlined in Algorithm 7.
4.3.1 F-LUP and F-XOR Security Notions

For TEDT [BGP+19], the LUP-2 game was introduced to capture the notion of non-invertibility or unpredictability under leakage for a single iteration of the underlying PRG. Following the result, LUP-4 game was designed in TEDT2 [Lis21] to encompass unpredictability in a more generalized scenario related to the RCTR encryption. In this work, we take a comparable approach and following the notion of LUP-2 and LUP-4, we introduce a similar security game, called F-LUP, which is designed to capture the notion of unpredictability in the context of our tree-based encryption function of FEDT. To ensure that the repetition of same query yields different leakage outcomes, we choose random coins $R$ from a non-empty finite set $R$ and use it during the computation of the leakage function.

**F-LUP.** In this game, the adversary $A$ provides a key $K_0$ and tweaks $J_0, J_1, J_2$ to the challenger. The challenger will choose two random keys $K_1$ and $K_2$ and accordingly computes $X_1$ and $X_2$. The challenger will compute $K_3$ and $K_4$ using $K_1, J_1,$ and $N$ as in the tree-based encryption of FEDT. Moreover, it will also compute $K_5$ and $K_6$ using $K_2, J_2,$ and $N$ in a similar way. The adversary will get output leakage only for the computation involving $X_1$ or $X_2$. We assume that $A$ repeats a query at most $p$ times and for each query, it will get $K_3, K_4, K_5, K_6,$ and the corresponding leakages. For the $p$-time evaluation of a leakage function $\mathcal{L}$ on inputs $X, Y$, we write $\{\mathcal{L}(X, Y)\}_{1..p}$. At the end of the interaction, $A$ will output a set $\mathcal{K}'$ of cardinality of at most $q$. We say that $A$ wins if either $K_1 \in \mathcal{K}'$ or $K_2 \in \mathcal{K}'$. A formal description of the F-LUP game is shown in Algorithm 6 and the computations are depicted in Fig. 3.

**Definition 4.** Let $\tilde{F} : \{0, 1\}^n \times \{0, 1\}^{2n} \times \{0, 1\}^n \rightarrow \{0, 1\}^{2n}$ be a fork-cipher and $\mathcal{L}^{\text{in}}, \mathcal{L}^{\text{out}}$ be two leakage functions. Let $A$ be an adversary playing the F-LUP game in Algorithm 6 against the encryption module of the FEDT[\tilde{F}] construction that provides $K_0 \in \mathcal{K}$ and $J_0, J_1, J_2 \in \{0, 1\}^{2n}$ and outputs a set $\mathcal{K}'$. Then, the F-LUP advantage of $A$ is defined as

$$\text{Adv}_{\text{F-LUP}}^{\text{FEDT.Enc}[\tilde{F}], \mathcal{L}^{\text{in}}, \mathcal{L}^{\text{out}}}(A) = \Pr[A \text{ wins Game F-LUP}] .$$

We define $\text{Adv}_{\text{F-LUP}}^{\text{FEDT.Enc}[\tilde{F}]}(p, q)$ for the maximum advantage over all F-LUP adversaries on the encryption module of the FEDT construction where $A$ makes at most $p$ queries and $|\mathcal{K}'| \leq q$.

**F-XOR.** We also have to study the security of all constituent operations, given that even the slightest information leakage can imperil confidentiality. Like other operations, the XOR operation also warrants careful scrutiny. There exist two predominant approaches
Algorithm 6 Game F-LUP.

\begin{algorithm}
\begin{algorithmic}
\Function{Query}{(K_0, J_0, J_1, J_2)}
\State $\mathcal{L} \leftarrow \emptyset$
\State $K_1 \leftarrow \{0,1\}^n$, $K_2 \leftarrow \{0,1\}^n$
\State $X_1 \leftarrow \tilde{F}^x(K_0, J_0, K_1, 0, 0)$
\State $X_2 \leftarrow \tilde{F}^x(K_0, J_0, K_2, 1, 0)$
\For{$i \leftarrow 1, \ldots, p$}
\State $R_1, R_2, R_3, R_4, R_5, R_6 \leftarrow R$
\State $L_1 \leftarrow \mathcal{L}^m(K_0, J_0, X_1, 0)$
\State $L_2 \leftarrow \mathcal{L}^m(K_0, J_0, X_2, 1)$
\State $L_3 \leftarrow \mathcal{L}^m(K_0, J_0, K_1, 1; R_2)$
\State $L_4 \leftarrow \mathcal{L}^m(K_0, J_0, K_2, 1; R_2)$
\State $L_5 \leftarrow \mathcal{L}^m(K_1, J_1, N, 0)$
\State $L_6 \leftarrow \mathcal{L}^m(K_1, J_1, N, 1)$
\State $L_7 \leftarrow \mathcal{L}^m(K_2, J_2, N, 0)$
\State $L_8 \leftarrow \mathcal{L}^m(K_2, J_2, N, 1)$
\State $L_9 \leftarrow \mathcal{L}^m(K_2, J_2, N, 0; R_6)$
\State $L_{10} \leftarrow \mathcal{L}^m(K_2, J_2, N, 1; R_6)$
\EndFor
\State \Return $(K_1, K_4, K_5, K_6, \mathcal{L})$
\EndFunction
\end{algorithmic}
\end{algorithm}

\begin{algorithm}
\Function{Finalize}{(K')} \State \Return $(\{K_1 \in K' \lor K_2 \in K' \}\land |K'| \leq q)$
\end{algorithm}

for characterizing the security of XOR operations in the presence of leakage. In prior works [BBC+20, BGP+19, GPPS20], a left-or-right approach has been employed, concentrating on individual components in isolation for security analysis. Conversely, a variant known as the real-or-random approach, as introduced by [Lis21], is adopted in this work to maintain an alignment with the FEDT framework. In the real-or-random approach, the evaluation takes place in both the real and the ideal world. In the real world, the challenger processes the original message $M$, while in the ideal world, the challenger operates on a random message $M'$ of the same length as $M$. The adversary wins if it can correctly identify the world it interacts with. Note that in real-or-random notion, we are not computing random function in ideal case. Instead, we encrypt a randomly sampled message using the original construction, eliminating dependencies on the adversary's choice of an alternative message. However, it is easy to see that our proof holds for both the left-or-right and real-or-random notions. A formal definition of the F-XOR game is defined in Algorithm 7.

Definition 5. Let $K \xrightarrow{\$} K$ and let $\tilde{F} : \{0,1\}^n \times \{0,1\}^{2n} \times \{0,1\}^n \rightarrow \{0,1\}^{2n}$ be a fork-cipher and $\mathcal{L}^m, \mathcal{L}^{2m}$ be two leakage functions. Let $A$ be an adversary playing F-XOR game as shown in Algorithm 7 against the encryption module of the FEDT[\tilde{F}] construction that provides $K_0 \in K$, $J \in \{0,1\}^{2n}$, $M_1, M_2 \in \{0,1\}^n$ and output a bit $\beta'$. Then, the F-XOR advantage of $A$ as follows:

$$\text{Adv}_{\text{F-XOR}}^{\text{FEDT.Enc[\tilde{F}], } \mathcal{L}^m, \mathcal{L}^{2m}}(A) = \left| \Pr[\beta = \beta'] - \frac{1}{2} \right|. $$

We define $\text{Adv}_{\text{F-XOR}}^{\text{FEDT.Enc[\tilde{F}], } \mathcal{L}^m, \mathcal{L}^{2m}}(p, q)$ as the maximum of all F-XOR adversaries $A$ on FEDT.Enc[\tilde{F}] that make at most $q$ queries and repeat every query at most $p$ times.

4.3.2 Main Security Theorem

Theorem 2. Let $\tilde{F} : \{0,1\}^n \times \{0,1\}^{2n} \times \{0,1\}^n \rightarrow \{0,1\}^{2n}$ be a fork-cipher. Let $A$ be a \text{qCCamL2}-adversary on FEDT[\tilde{F}] that makes at most $q_c$ construction queries such that each message consists of at most $\sigma_m$ blocks. Let $q_p$ be the total number of ideal-cipher queries including the internal state variables generated during the computation of the
Algorithm 7 Game F-XOR.

11: procedure INITIALIZE
12: \[ \mathcal{L} \leftarrow \emptyset \]
13: \[ Y \xleftarrow{\$} \{0,1\}^n, Z \xleftarrow{\$} \{0,1\}^n \]
14: \[ \beta \xleftarrow{\$} \{0,1\} \]
21: function FINALIZE(\(\beta'\))
22: \[ \text{return } \beta = \beta' \]
31: function QUERY(\(K_o, J, M_1, M_2\))
32: \[ M_1', M_2' \leftarrow M_1, M_2 \]
33: \[ \text{if } \beta = 0 \text{ then} \]
34: \[ M_1', M_2' \xleftarrow{\$} \{0,1\}^n \times \{0,1\}^n \]
35: \[ X_1 \leftarrow F^{-1}(K_o, J, Y, 0, 0) \]
36: \[ X_2 \leftarrow F^{-1}(K_o, J, Z, 1, 0) \]
37: \[ \text{for } i \leftarrow 1, \ldots, p \text{ do} \]
38: \[ Y \leftarrow F^+(K_o, J, X_1, 0) \]
39: \[ \mathcal{L} \leftarrow \mathcal{L} \oplus (K_o, J, Y, 0) \]
40: \[ Z \leftarrow F^+(K_o, J, X_2, 1) \]
41: \[ \mathcal{L} \leftarrow \mathcal{L} \oplus (K_o, J, Z, 1) \]
42: \[ C \leftarrow (M_1^2 \oplus Y)(M_2^2 \oplus Z) \]
43: \[ \mathcal{L} \leftarrow \mathcal{L} \oplus (Y, M') \]
44: \[ \text{return } (C, \mathcal{L}) \]

construction queries. Let \( \mathcal{L}^{in} \), \( \mathcal{L}^{out} \), and \( \mathcal{L}^{\oplus} \) be leakage functions as defined in the F-LUP and F-XOR game. Then, for \( q = \max\{q_p, q_c\} \), we have

\[
\text{Adv}^{\text{qCCAmL2}}_{\text{FEDT}[E], \mathcal{L}^{in}, \mathcal{L}^{out}, \mathcal{L}^{\oplus}}(A) \leq \frac{q}{2^n} + \sum_{i=1}^{\sigma_m} \text{Adv}^{\text{F-LUP}}_{\text{FEDT}[E], \mathcal{L}^{in}, \mathcal{L}^{out}}(q_c, q_p) + \sigma_m \cdot \text{Adv}^{\text{F-XOR}}_{\text{FEDT}[E], \mathcal{L}^{\oplus}, \mathcal{L}^{out}}(p, q_c) + \text{Adv}^{\text{CIML2}}_{\text{FEDT}[E], K}(q_c, q_p). \tag{11}
\]

Proof. qCCAmL2 security is defined as a distinguishing notion between a real and an ideal world. Without loss of generality, let us assume the CIML2 security of FEDT as the leakage assumptions are weaker in the qCCAmL2 notion. Otherwise, we can define a CIML2 adversary \( B \) that simply simulates \( A \) and inherits the latter’s advantage, which is upper bounded by

\[
\text{Adv}^{\text{CIML2}}_{\text{FEDT}[E], K}(q_c, q_p).
\]

In the remainder, we can safely assume that there will be no valid non-challenge decryption query. As any invalid decryption query does not compute the encryption function of FEDT, it does not leak any valid information about the encryption. In absence of valid decryption queries, qCCAmL2 security reduces to the qCPAmL2 setting. Thus, we have to prove the qCPAmL2 security of FEDT in the remainder. For this purpose, a qCPAmL2 adversary can make two kinds of encryption queries: one for information gathering, say \( \mathcal{E}_1 \), and another type in the challenge phase, say \( \mathcal{E}_2 \). The challenge decryption oracle \( \mathcal{D}_2 \) will accept only outputs from \( \mathcal{E}_2 \) queries as inputs and will output only the leakage corresponding to decryption queries. Non-challenge queries will be processed with the original construction and the submitted message. In the challenge phase, adversary queries will be processed with original construction with the given message or with the original construction but a message sampled independently and uniformly at random by the challenger from all messages of the same length as the input message. Moreover, for nonce-misuse resilience, each nonce of these challenge queries must be distinct from all nonces in other challenge and non-challenge queries.

To upper bound the distinguishing probability, we will introduce two more intermediate games called \( \text{Ideal}(M) \) and \( \text{Ideal}($) \) as defined in Algorithm 8 the challenge phase. Thus, we define four games \( \mathcal{G}_1 \) through \( \mathcal{G}_4 \) in Algorithm 8 as follows:

- \( \mathcal{G}_1 : \text{Real}(M) \): Encrypt the given message \( M \) with the real encryption algorithm.
- \( \mathcal{G}_2 : \text{Ideal}(M) \): Encrypt the given message \( M \) with the ideal encryption algorithm.
Algorithm 8: Games $G_1$ through $G_4$ in our qCPAmL2 proof. Left: $G_1$ and $G_4$, where the difference is that the boxed statements belong only to $G_4$. Right: $G_2$ and $G_3$, where the difference is that the boxed statements belong only to $G_3$.

11: function RealFat($K, N, M$)  
12: $L ← \emptyset$  
13: $Q ← \{K\}$  
14: $K_1||K_2 ← \mathcal{F}(K, J_0, N, 0)$  
15: $Q ← \{K_1, K_2\}$  
16: $(M_1, M_2, \ldots, M_m) ← M$  
17: for $i ← 1, 2, \ldots, m - 2$ do  
18: $J_i ← N[[i]]_n$  
19: for $i ← 4, 6, \ldots, (2m - 2)$ do  
20: $a ← (i/2) - 1$  
21: $K_{a-1}||K_a ← \mathcal{F}(K_a, J_a, N, 2)$  
22: $Q ← \{K_{a-1}, K_a\}$  
23: $L ← (L^{m^2}(K_a, J_a, N, 2))_{1:p}^{1:p}$  
24: $L ← (L^{m^2}(K_a, J_a, K_{a-1}, 0))_{1:p}^{1:p}$  
25: $L ← (L^{m^2}(K_a, J_a, K_{a-1}, 1))_{1:p}^{1:p}$  
26: for $j ← 1, 2, \ldots, m$ do  
27: $M_j ← \{0, 1\}^{\lfloor M_j / 2 \rfloor}$  
28: $C_j ← M_j \oplus K_{m-2+j}$  
29: $L ← (L^{m^2}(M_j, K_{m-2+j}, C_j))_{1:p}^{1:p}$  
30: $C ← C_1 || C_2 || \cdots || C_m$  
31: return $(L, C)$

32: function IdealFat($K, N, M$)  
33: $L ← \emptyset$  
34: $Q ← \{K\}$  
35: $(M_1, M_2, \ldots, M_m) ← M$  
36: for $i ← 1, 2, \ldots, m - 2$ do  
37: $J_i ← N[[i]]_n$  
38: for $i ← 4, 6, \ldots, (2m - 2)$ do  
39: $a ← (i/2) - 1$  
40: $K_{a-1}||K_a ← \mathcal{F}(K_a, J_a, N, 2)$  
41: $Q ← \{K_{a-1}, K_a\}$  
42: $L ← (L^{m^2}(K_a, J_a, N, 2))_{1:p}^{1:p}$  
43: $L ← (L^{m^2}(K_a, J_a, K_{a-1}, 0))_{1:p}^{1:p}$  
44: $L ← (L^{m^2}(K_a, J_a, K_{a-1}, 1))_{1:p}^{1:p}$  
45: for $j ← 1, 2, \ldots, m$ do  
46: $M_j ← \{0, 1\}^{\lfloor M_j / 2 \rfloor}$  
47: $C_j ← M_j \oplus K_{m-2+j}$  
48: $L ← (L^{m^2}(M_j, K_{m-2+j}, C_j))_{1:p}^{1:p}$  
49: $C ← C_1 || C_2 || \cdots || C_m$  
50: return $(L, C)$

- $G_2$: Ideal($\$): Encrypt a randomly chosen message $M^*$ with the ideal encryption algorithm.
- $G_4$: Real($\$): Encrypt a randomly chosen message $M^*$ with the real encryption algorithm.

By definition and from the triangle inequality, we obtain that

$$
\text{Adv}^{\text{qCPAmL2}}_{FEDT[\mathcal{F}]_{K, E_{out}, E_{out}, E_{out}}}(A) = \Delta G_{14} \leq \Delta G_{12} + \Delta G_{23} + \Delta G_{34}.
$$

Now, we state the following result that bounds the difference between games.

**Lemma 3.** With the definition of games $G_1$-$G_4$, it holds that

$$
\Delta G_{12} + \Delta G_{23} + \Delta G_{34} \leq \sum_{i=1}^{\sigma_m} \text{Adv}^{\text{F-LUP}}_{\text{FEDT.Enc}[\mathcal{F}], E_{out}, E_{out}}(q_c, q_p) + \frac{q_p}{2^n} + \sigma_m \cdot \text{Adv}^{\text{F-XOR}}_{\text{FEDT.Enc}[\mathcal{F}], E_{out}, E_{out}}(p, q_c).
$$

From Lemma 3, we obtain that

$$
\text{Adv}^{\text{qCPAmL2}}_{FEDT[\mathcal{F}]_{K, E_{out}, E_{out}, E_{out}}}(A) \leq \sum_{i=1}^{\sigma_m} \text{Adv}^{\text{F-LUP}}_{\text{FEDT.Enc}[\mathcal{F}], E_{out}, E_{out}}(q_c, q_p) + \frac{q_p}{2^n} + \sigma_m \cdot \text{Adv}^{\text{F-XOR}}_{\text{FEDT.Enc}[\mathcal{F}], E_{out}, E_{out}}(p, q_c),
$$

from which our result follows.

**4.3.3 Proof of Lemma 3**

It remains to prove Lemma 3. First, we define some bad conditions:
Bad$_1$: This happens if the (key, tweak)-pair of an internal primitive call during some challenge query to $\mathcal{E}_K^2$ or $\mathcal{S}_E$ collides with a (key, tweak)-pair of another internal primitive query during the same encryption query. Let $(N_i, A_i, M_i)$ be such an encryption query. Let $a, b$ any two indices from $[1, l - 1]$, where $|M_i| = ln$ bits. Then, the tweak for the $a$-th primitive call is $J_a^i = N_i[a]$ and the tweak for the $b$-th query is $J_b^i = N_i[b]$. From $J_a \neq J_b$, we obtain

$$\Pr[\text{Bad}_1] = 0.$$  

Bad$_2$: This happens if the (key, tweak)-pair of a primitive call during some challenge query to $\mathcal{E}_K^2$ or $\mathcal{S}_E$ collides with a (key, tweak)-pair of another primitive call during another encryption query. Let $(N_i, A_i, M_i)$ and $(N_j, A_j, M_j)$ be two encryption queries such that the (key, tweak)-pair of the $a$-th primitive call of the $i$-th query collides with the (key, tweak)-pair of the $b$-th primitive call of the $j$-th query. We have $J_a^i = N_i[a]$ and $J_b^j = N_j[b]$. Moreover, we have $N_i \neq N_j$ due to the unique nonce in each challenge query. Hence

$$\Pr[\text{Bad}_2] = 0.$$  

Bad$_3$: This happens if the (key, tweak)-pair of a primitive call during some challenge query to $\mathcal{E}_K^2$ or $\mathcal{S}_E$ collides with a (key, tweak)-pair of an ideal primitive query. Let $(N_i, A_i, M_i)$ be the $i$-th query to the challenge oracle $\mathcal{E}_K^2$ or $\mathcal{S}_E$ . Let the (key, tweak)-pair of $j$-th primitive i.e $(k_j, N_i[j])$ collide with an ideal primitive query. Note that for each primitive call in the challenge oracle, the tweaks are unique. Hence, for any ideal-primitive query, the adversary can target the key of at most one internal primitive call. Since there are at most $q_p$ ideal-primitive queries, we obtain

$$\Pr[\text{Bad}_3] \leq \frac{q_p}{2^n}.$$  

We define an event Bad if any of the above three conditions are satisfied. Hence

$$\Pr[\text{Bad}] = \Pr[\text{Bad}_1 \cup \text{Bad}_2 \cup \text{Bad}_3] \leq \frac{q_p}{2^n}. \quad (12)$$  

The absence of Bad ensures a fresh (key, tweak)-pair for each internal primitive call in the queries to $\mathcal{E}_K^2$. Thus, there is no difference between the real and the ideal game $\mathcal{G}_1$ and $\mathcal{G}_2$ in the black-box scenario. Under leakage, however, there may be. We will show that for an adversary $A_{12}$ which will try to distinguish between $\mathcal{G}_1$ and $\mathcal{G}_2$, the probability of success of $A_{12}$ is bounded by the maximal advantage of an $F$-LUP distinguisher on the isolated primitive call. In the following, let $\rightarrow$ and $\leftarrow$ indicate for- and backward direction, respectively. Let $A_{LUP}$ be an adversary for the $F$-LUP game defined in Algorithm 6 and $A_{12}$ be the adversary that shall distinguish between Games Real($M$) and Ideal($M$). $A_{LUP}$ simulates $A_{12}$’s challenger as follows:

- For a primitive query ($\rightarrow, k, J, X, b$) or ($\leftarrow, k, J, Y, b, s$), $A_{LUP}$ replies by querying its own primitive oracle $\mathcal{F}$.

- For a construction query $(N_v, A_v, b)$ in encryption direction with message $M_v = M_v^1 || M_v^2 || \cdots || M_v^m$, $A_{LUP}$ replies as follows:
  - Choose $K_1, K_2 \xleftarrow{} \{0, 1\}^n$.
  - Choose $j \in \{1, 2, \ldots, \lfloor \frac{m}{2} \rfloor - 2\}$.
  - For $i \leftarrow 3, 4, \ldots, j$, $A_{LUP}$ will get $K_i$ and the corresponding leakages by querying its primitive oracle with ($\rightarrow, K_a, N||[a]_n, N, b$), where $b = (i + 1) \mod 2$ and $a = \lfloor (i - 1)/2 \rfloor$. 


At the end of an iteration, \( A_{\text{LUP}} \) will get \( K_{2j+1} \) and \( K_{2j+2} \) and corresponding leakages by querying its own primitive oracle with \((\rightarrow, K_j, N || [j], N_r, 2)\).

- \( A_{\text{LUP}} \) will get \( K_{4j+3}, K_{4j+4}, K_{4j+5}, K_{4j+6} \) and corresponding leakages by querying its own F-LUP challenger with \((K_j, N || [j], N || [2j+1], N || [2j+2], n)\).

- For all other \( i \)'s in [2m - 2], \( A_{\text{LUP}} \) will get \( K_i \) and corresponding leakages by querying its primitive oracle with \((\rightarrow, K_i, N || [a], N, b)\), where \( b = (i + 1) \mod 2 \) and \( a = [(i - 1)/2] \).

- \( A_{\text{LUP}} \) will compute \( C_r^i = M_r^i \oplus K_{m-2+i} \).
- Send \( C_r = C_r^1 || C_r^2 || \cdots || C_r^m \) and all leakages.
  - \( A_{\text{LUP}} \) stores all the primitive queries in the set \( \tau_p \).

At the end of an iteration, \( A_{\text{LUP}} \) will output a set of keys used in the primitive queries by adversary \( A_{12} \) as \( S = \{k : (k, J, s, s) \in \tau_p \land ((J = N || [j]) \lor (J = N || [2j+1]) \lor (J = N || [2j+2])\} \). The advantage of the adversary \( A_{12} \) will be inherited by \( A_{\text{LUP}} \). Moreover, there are at most \( \sigma_m \) choices for \( j \). Thus, in absence of \( \text{Bad} \), we obtain

\[
\Delta G_{12} \leq \sum_{i=1}^{\sigma_m} \text{Adv}_{\text{F-LUP}}^{\text{FEDT.Enc}[\tilde{F}], \mathcal{L}, \mathcal{L}_{\text{out}}}(q_c, q_p) + \frac{q_p}{2m}. \tag{13}
\]

Bounding the Difference between \( \text{Ideal}(M) \) and \( \text{Ideal}(\Dollar) \). Let \( A_{\Dollar} \) be an adversary for the F-XOR game defined in Algorithm 7 and \( A_{23} \) be an adversary that shall distinguish between the games \( \text{Ideal}(M) \) and \( \text{Ideal}(\Dollar) \). \( A_{\Dollar} \) simulates the challenger of \( A_{23} \) as follows:

- For a primitive query \((\rightarrow, k, t, X, s)\) or \((\leftarrow, k, t, Y_1, Y_2, b, s)\), \( A_{\Dollar} \) replies by querying its own primitive oracle \( \tilde{F} \).
- For a construction query (in encryption direction) with a message \( M_r = M_r^1 || M_r^2 || \cdots || M_r^m \), \( A_{\Dollar} \) replies as follows:
  - First, choose \( j \in \{m - 1, \ldots, 2m - 2\} \) and \( K_0 \in K \).
  - \( A_{\Dollar} \) initializes an empty leakage list \( \mathcal{L} \).
  - For \( i = 1, 2, \ldots, 2m - 2 \), \( A_{\Dollar} \) will choose \( K_i \in \mathcal{K} \) and compute leakages using \( \mathcal{L}^0, \mathcal{L}^\text{out} \) as in the F-XOR game.
  - For \( i = 1, 2, \ldots, j - 1, j + 1, \ldots, m \); \( A_{\Dollar} \) will compute \( C_r^i = M_r^i \oplus K_{m-2+i} \).
  - \( A_{\Dollar} \) queries its challenger with \( M_r^i \) and get back \( C_r^i \) and corresponding leakages.
  - Send \( C_r = C_r^1 || C_r^2 || \cdots || C_r^m \) and all leakages.

At the end, \( A_{\Dollar} \) relays the output of \( A_{23} \) to its challenger. As the only difference between the two games is in the \( j \)-th position, the advantage of \( A_{23} \) will be inherited by \( A_{\Dollar} \). Since we have to consider it for all the message blocks to reduce to the full \( A_{23} \) security, we obtain

\[
\Delta G_{23} \leq \sigma_m \cdot \text{Adv}_{\text{F-XOR}}^{\text{FEDT.Enc}[\tilde{F}], \mathcal{L}, \mathcal{L}_{\text{out}}}(p, q_c). \tag{14}
\]

Bounding the Difference between \( \text{Ideal}(\Dollar) \) and \( \text{Real}(\Dollar) \). It is easy to see that distinguishing between \( \text{Ideal}(\Dollar) \) and \( \text{Real}(\Dollar) \) – that is between games \( \mathcal{G}_3 \) and \( \mathcal{G}_4 \) – is the same setting as distinguishing between \( \text{Ideal}(M) \) and \( \text{Real}(M) \), i.e. between games \( \mathcal{G}_1 \) and \( \mathcal{G}_2 \). Thus,

\[
\Delta G_{34} \leq \Delta G_{12}. \tag{15}
\]

The result follows by combining Equations (13), (14), and (15).
5 Security Analysis of FEDT*

5.1 CICML2 security of FEDT*

Theorem 3. Let $K \xrightarrow{\$} \mathcal{K}$ and $\tilde{F} : \{0,1\}^n \times \{0,1\}^{2n} \times \{0,1\}^n \rightarrow \{0,1\}^{2n}$ be a fork-cipher. Let $\mathcal{A}$ be a CICML2-adversary on $\text{FEDT}^*\tilde{F}|_\mathcal{K}$ that makes at most $q_c$ construction queries and at most $q_p$ ideal-cipher queries. Then, for $q = \max\{q_c, q_p\}$, we have
\[
\text{Adv}_{\text{CICML2}}^{\text{FEDT}^*\tilde{F}|_\mathcal{K}}(q_c, q_p) \leq \frac{4q}{2^n} + \frac{q^2}{2^{2n}} + \frac{q^3}{2^{3n}}.
\]

Proof. Similarly as for FEDT, one can choose a suitable message to get any desired ciphertext for a given nonce. Therefore, the forgery security of FEDT* can be reduced to that of its authentication module, which is identical to that of FEDT. Consequently, the CICM proof of FEDT applies to FEDT* as well. \hfill \square

5.2 CICAMKL2 security of FEDT*

In this section, we establish the CICAMKL2 security of FEDT*. Similar as FEDT, to ensure confidentiality, we need two auxiliary notions that address non-invertibility under leakage, as described in figure. 4, and indistinguishability under leakage for the XOR function, as outlined in Algorithm. 7. For the former, we will define a $F^*$-LUP game, similarly as for FEDT. For leakage during XORing, we will use the same F-XOR game as FEDT.

5.2.1 The F*-LUP Security Notion

In this game, the adversary $\mathcal{A}$ provides a key $K_0$ and tweaks $J_0$, $J_1$, $J_2$, and $J_3$ to the challenger. The challenger will choose two random keys $K_1$, $K_2$ and accordingly computes $X_1, X_2$. The challenger will compute $K_3$, and $K_4$ using $K_1$, $J_1$, and $N$ as in the encryption of FEDT*. Moreover, it will also compute $Y_1$ and $Y_2$ using $K_2$, $J_2$, and $N$ in a similar way. It will also compute $Y_3$ and $Y_4$ using $K_2$, $J_3$, and $N$ in a similar way. The adversary will get output leakage only for the computation involving $X_1$ or $X_2$. We assume that $\mathcal{A}$ repeats a query at most $p$ times and for each query, it will get $K_3$, $K_4$, $Y_1$, $Y_2$, $Y_3$, $Y_4$ and the corresponding leakages. At the end of the interaction, $\mathcal{A}$ will output a set $\mathcal{K}'$ of cardinality of at most $q$. We say that $\mathcal{A}$ wins if either $K_1 \in \mathcal{K}'$ or $K_2 \in \mathcal{K}'$. A formal description of the F-LUP game is shown in Algorithm 9 and the game is pictorially depicted in Fig. 4.

Definition 6 (F*-LUP). Let $\mathcal{F} : \{0,1\}^n \times \{0,1\}^{2n} \times \{0,1\}^n \rightarrow \{0,1\}^{2n}$ be an ideal fork-cipher and $\mathcal{L}^{\text{out}}$ and $\mathcal{L}^{\text{out}}$ be two leakage functions. Let $\mathcal{A}$ be an adversary playing the $F^*$-LUP game as shown in Algorithm 9 against the encryption module of the $\text{FEDT}^*\mathcal{F}$ construction that provides $K_0 \in \mathcal{K}$ and $J_0, J_1, J_2, J_3 \in \{0,1\}^{2n}$ and output a set $\mathcal{K}'$. Then, the F*-LUP advantage of $\mathcal{A}$ is defined as
\[
\text{Adv}_{\text{FEDT}^*\mathcal{F}, \mathcal{L}, \mathcal{L}^{\text{out}}}^\text{F^*-LUP}(\mathcal{A}) = \Pr[\mathcal{A} \text{ wins Game } F^*-\text{LUP}].
\]

We define $\text{Adv}_{\text{FEDT}^*\mathcal{F}, \mathcal{L}, \mathcal{L}^{\text{out}}}^\text{F^*-LUP}(p, q)$ for the maximum advantage over all $F^*$-LUP adversaries on the encryption module of the $\text{FEDT}^*$ construction that makes at most $p$ queries and $|\mathcal{K}'| \leq q$.

5.2.2 Main Security Result

Theorem 4. Let $K \xrightarrow{\$} \mathcal{K}$ and $\tilde{F} : \{0,1\}^n \times \{0,1\}^{2n} \times \{0,1\}^n \rightarrow \{0,1\}^{2n}$ be an ideal fork-cipher. Let $\mathcal{A}$ be a qCICAMKL2-adversary on $\text{FEDT}^*\tilde{F}|_\mathcal{K}$ that makes at most $q_c$ construction
queries such that each message consists of at most $\sigma_m$ blocks. Let $q_p$ be the total number of ideal-cipher queries including the internal state variables generated during the computation of the construction queries. Let $L^{in}$, $L^{out}$, and $L^{\oplus}$ be leakage functions as defined in the $F^*$-LUP and F-XOR games. Then, for $q = \max\{q_p, q_c\}$, we have

\[
\text{Adv}^{q\text{CCAml2}}_{\text{FEDT}^*[F]}(\mathcal{A}) \leq \frac{q}{2^n} + \sum_{i=1}^{\sigma_m} \text{Adv}^{F^*-\text{LUP}}_{\text{FEDT-Enc}[F],L^{\oplus},L^{\oplus}}(q_c, q_p) + \\
\sigma_m \cdot \text{Adv}^{F-XOR}_{\text{FEDT-Enc}[F],L^{\oplus},L^{\oplus}}(p_c, q_c) + \text{Adv}^{\text{CIML2}}_{\text{FEDT}^*[F]}(q_c, q_p).
\]

**Proof.** qCCAml2 security is defined as distinguishing security between real and random. Without loss of generality, assume the CIML2 security of FEDT* as the leakage assumptions are weaker in the qCCAml2 notion. Otherwise, we can define a CIML2 adversary $\mathcal{B}$ that simply simulates $\mathcal{A}$ and inherits the latter’s advantage, which is upper bounded by

\[
\text{Adv}^{\text{CIML2}}_{\text{FEDT}^*[F]}(q_c, q_p).
\]

In the remainder, we can safely assume that there will be no valid non-challenge decryption query. As any invalid decryption query does not compute the FEDT*.Enc function of the
encryption module of \( FEDT^* \), it does not leak any valid information about encryption. In absence of valid decryption queries, \( \text{qCCAmL}^2 \) security reduces to the \( \text{qCPAmL}^2 \) setting. Thus, we have to prove the \( \text{qCPAmL}^2 \) security of \( FEDT^* \) in the remainder. For this purpose, a \( \text{qCPAmL}^2 \) adversary can make two kinds of encryption queries: one for information gathering, say \( E_1 \), and another type in the challenge phase, say \( E_2 \). The challenge decryption oracle \( D_2 \) will accept as inputs only outputs from \( E_2 \) queries and will output only the leakage corresponding to the decryption. Non-challenge queries will be processed with the original construction and the submitted message. In the challenge phase, adversary queries will be processed with the original construction with the given message or with a message sampled independently and uniformly at random by the challenger from all messages of the same length as the input message. Moreover, for nonce-misuse resilience, each nonce of these challenge queries must be unique from other challenge and non-challenge queries. To upper bound the distinguishing probability, we will introduce two intermediate games called Ideal\((M)\) and Ideal\((\hat{\omega})\) as defined in Algorithm 10 the challenge phase. Thus, we define four games \( G_1 \) through \( G_4 \) in Algorithm 10 as follows:

- \( G_1 \) : Real\((M)\): Encrypt the given message \( M \) with the real encryption algorithm.
- \( G_2 \) : Ideal\((M)\): Encrypt the given message \( M \) with the ideal encryption algorithm.
- \( G_3 \) : Ideal\((\hat{\omega})\): Encrypt a randomly chosen message \( M^* \) with the ideal encryption algorithm.
- \( G_4 \) : Real\((\hat{\omega})\): Encrypt a randomly chosen message \( M^* \) with the real encryption algorithm.

By definition and from the triangle inequality, we obtain that

\[
\text{Adv}_{\text{qCPAmL}^2}^{FEDT^*}[\tilde{F}, L_{\text{in}}, L_{\text{out}}, L_{\oplus}] (A) = \Delta G_{14} \leq \Delta G_{12} + \Delta G_{23} + \Delta G_{34}.
\]

The following result bounds the difference between the games.

**Lemma 4.** With the definition of games \( G_1 - G_4 \), it holds that

\[
\Delta G_{12} + \Delta G_{23} + \Delta G_{34} \leq \sum_{i=1}^{m} \text{Adv}^{F^* \text{-LUP}_{\text{FEDT}^* \text{Enc}[\tilde{F}], L_{\text{in}}, L_{\text{out}}, L_{\oplus}}(q_c, q_p) + \frac{q_p}{2^n} \quad + \quad \sigma_m \cdot \text{Adv}^{XOR}_{\text{FEDT}^* \text{Enc}[\tilde{F}], L_{\oplus}, L_{\text{out}}}(p, q_c).
\]

From Lemma 4, we obtain that

\[
\text{Adv}_{\text{qCPAmL}^2}^{FEDT^*}[\tilde{F}, L_{\text{in}}, L_{\text{out}}, L_{\oplus}] (A) \leq \sum_{i=1}^{m} \text{Adv}^{F^* \text{-LUP}_{\text{FEDT}^* \text{Enc}[\tilde{F}], L_{\text{in}}, L_{\text{out}}, L_{\oplus}}(q_c, q_p) + \frac{q_p}{2^n} \quad + \quad \sigma_m \cdot \text{Adv}^{XOR}_{\text{FEDT}^* \text{Enc}[\tilde{F}], L_{\oplus}, L_{\text{out}}}(p, q_c).
\]

and hence the result follows.

5.2.3 Proof of Lemma 4

It only remains to prove Lemma 4. First, we define some bad conditions:
Algorithm 10 FEDT*: Games $G_1$ through $G_4$ in our qCPAmL2 proof. Left: $G_1$ and $G_2$, where the difference is that the boxed statements belong only to $G_2$. Right: $G_2$ and $G_3$, where the difference is that the boxed statements belong only to $G_3$.

```
11: function Real(F(K, N, M)
12:   $L \leftarrow \emptyset$
13:   $Q \leftarrow \{K\}$
14:   $k_1 \leftarrow F(K, N||0^n, N)$
15:   $Q \leftarrow \{k_1, k_2\}$
16:   $t \leftarrow \lfloor |M|/n \rfloor$
17:   $M_1||M_2||\cdots||M_t \leftarrow M$
18:   for $i = 1, 2, 3, \ldots, t/4$ do
19:     $k_{2i+1} \leftarrow F^\dagger(k_{2i-1}, J_{0}^i, N, 0)$
20:     $L \leftarrow \omega_0^p(k_{2i-1}, J_{0}^i, N, 0)$
21:     $L \leftarrow \omega_0^p(k_{2i-1}, J_{0}^i, k_{2i+1})$
22:     $k_{2i+2} \leftarrow F^\dagger(k_{2i-1}, J_{0}^i, N, 1)$
23:     $L \leftarrow \omega_0^p(k_{2i-1}, J_{0}^i, N, 1)$
24:     $L \leftarrow \omega_0^p(k_{2i-1}, J_{0}^i, k_{2i+1})$
25:     $Y_{4i-3} \leftarrow F^\dagger(k_{2i-1}, J_{0}^i, N, 0)$
26:     $L \leftarrow \omega_0^p(k_{2i-1}, J_{0}^i, N, 0)$
27:     $L \leftarrow \omega_0^p(k_{2i-1}, J_{0}^i, Y_{4i-3})$
28:     $M_{4i-3} \leftarrow \{0, 1\}^n$
29:     $\bar{C}_{4i-3} \leftarrow M_{4i-3} \oplus Y_{4i-3}$
30:   end for
31:   for $i = 1, 2, 3, \ldots, t/4$ do
32:     $C_{4i} \leftarrow \omega_0^p(M_{4i-3}, Y_{4i-2}, C_{4i-3})$
33:     $Y_{4i-2} \leftarrow F^\dagger(k_{2i}, J_{0}^i, N, 1)$
34:     $L \leftarrow \omega_0^p(k_{2i}, J_{0}^i, N, 1)$
35:     $L \leftarrow \omega_0^p(k_{2i}, J_{0}^i, Y_{4i-2})$
36:     $M_{4i-2} \leftarrow \{0, 1\}^n$
37:     $\bar{C}_{4i-2} \leftarrow M_{4i-2} \oplus Y_{4i-2}$
38:   end for
39:   $C_{4t} \leftarrow \bar{C}_{4t-1} \oplus Y_{4t-1}$
40:   $L \leftarrow \omega_0^p(M_{4t-1}, Y_{4t-1}, C_{4t-1})$
41:   $Y_{4t-1} \leftarrow F^\dagger(k_{2t}, J_{0}^i, N, 1)$
42:   $L \leftarrow \omega_0^p(k_{2t}, J_{0}^i, N, 1)$
43:   $L \leftarrow \omega_0^p(k_{2t}, J_{0}^i, Y_{4t-1})$
44:   $M_{4t} \leftarrow \{0, 1\}^n$
45:   $\bar{C}_{4t} \leftarrow M_{4t} \oplus Y_{4t}$
46:   $L \leftarrow \omega_0^p(M_{4t}, Y_{4t}, C_{4t})$
47:   $C \leftarrow C_{4t}||C_{4t-1}||\cdots||C_1$
48: return $(L, C)$
```

```
51: function Ideal(F(K, N, M)
52:   $L \leftarrow \emptyset$
53:   $Q \leftarrow \{K\}$
54:   $k_1||k_2 \leftarrow \{0, 1\}^{2n}$
55:   $Q \leftarrow \{k_1, k_2\}$
56:   $t \leftarrow \lfloor |M|/n \rfloor$
57:   $M_1||M_2||\cdots||M_t \leftarrow M$
58:   for $i = 1, 2, 3, \ldots, t/4$ do
59:     $k_{2i+1} \leftarrow \{0, 1\}^n$
60:     $L \leftarrow \omega_0^p(k_{2i-1}, J_{0}^i, N, 0)$
61:     $L \leftarrow \omega_0^p(k_{2i-1}, J_{0}^i, k_{2i+1})$
62:     $k_{2i+2} \leftarrow \{0, 1\}^n$
63:     $L \leftarrow \omega_0^p(k_{2i-1}, J_{0}^i, N, 1)$
64:     $L \leftarrow \omega_0^p(k_{2i-1}, J_{0}^i, k_{2i+1})$
65:     $Y_{4i-3} \leftarrow \{0, 1\}^n$
66:     $L \leftarrow \omega_0^p(k_{2i-1}, J_{0}^i, N, 0)$
67:     $L \leftarrow \omega_0^p(k_{2i-1}, J_{0}^i, Y_{4i-3})$
68:     $M_{4i-3} \leftarrow \{0, 1\}^n$
69:     $C_{4i-3} \leftarrow M_{4i-3} \oplus Y_{4i-3}$
70:     $L \leftarrow \omega_0^p(M_{4i-3}, Y_{4i-2}, C_{4i-3})$
71:     $Y_{4i-2} \leftarrow \{0, 1\}^n$
72:     $L \leftarrow \omega_0^p(k_{2i}, J_{0}^i, N, 1)$
73:     $L \leftarrow \omega_0^p(k_{2i}, J_{0}^i, Y_{4i-2})$
74:     $M_{4i-2} \leftarrow \{0, 1\}^n$
75:     $C_{4i-2} \leftarrow M_{4i-2} \oplus Y_{4i-2}$
76:     $L \leftarrow \omega_0^p(M_{4i-2}, Y_{4i-1}, C_{4i-2})$
77:     $Y_{4i-1} \leftarrow \{0, 1\}^n$
78:     $L \leftarrow \omega_0^p(k_{2i}, J_{0}^i, N, 0)$
79:     $L \leftarrow \omega_0^p(k_{2i}, J_{0}^i, Y_{4i-1})$
80:     $M_{4i-1} \leftarrow \{0, 1\}^n$
81:     $C_{4i-1} \leftarrow M_{4i-1} \oplus Y_{4i-1}$
82:     $L \leftarrow \omega_0^p(M_{4i-1}, Y_{4i-1}, C_{4i-1})$
83:     $Y_{4i} \leftarrow \{0, 1\}^n$
84:     $L \leftarrow \omega_0^p(k_{2i}, J_{0}^i, N, 1)$
85:     $L \leftarrow \omega_0^p(k_{2i}, J_{0}^i, Y_{4i})$
86:     $M_{4i} \leftarrow \{0, 1\}^n$
87:     $C_{4i} \leftarrow M_{4i} \oplus Y_{4i}$
88:     $L \leftarrow \omega_0^p(M_{4i}, Y_{4i}, C_{4i})$
89:     $C \leftarrow C_{4t}||C_{4t-1}||\cdots||C_1$
90: return $(L, C)$
```

Bad: This event happens if the (key, tweak)-pair of an internal primitive call during some challenge query to $E^\dagger_{\mathcal{F}}$ or $\Sigma_{\mathcal{F}}$ collides with a (key, tweak)-pair of another internal primitive query during the same encryption query. Note that, tweak of any internal primitive is defined as $N[i]_{n-s}||d_{n-k}$, where $i$ represents the index of each level processing four message blocks and $d$ is the domain separator for the primitive calls on the same level. Clearly, the tweaks of every two primitive queries during the same construction query differs either by the index $i$ or by the domain separator (0, 1, or 2). Therefore

$$\Pr[\text{Bad}] = 0.$$
Bad$_2$: This event happens if the (key, tweak)-pair of a primitive call during some challenge query to $\mathcal{E}_K^a$ or $S_E$ collides with a (key, tweak)-pair of another primitive call during another encryption query. Let $(N_a, A_a, M_a)$ and $(N_b, A_b, M_b)$ be two encryption queries such that the (key, tweak)-pair of the $i$-th primitive call of the $\alpha$-th construction query collides with the (key, tweak)-pair of the $j$-th primitive call of the $\beta$-th construction query. We have $N_a || [i]_{n-s} || [d]_s = N_b || [j]_{n-s} || [d']_s$. Moreover, we have $N_a \neq N_b$ due to the unique nonce in each challenge query. Hence

$$\Pr[\text{Bad}_2] = 0.$$  

Bad$_3$: This event happens if the (key, tweak)-pair of a primitive call during some challenge query to $\mathcal{E}_K^a$ or $S_E$ collides with the (key, tweak)-pair of an ideal-primitive query. Let $(N_a, A_a, M_a)$ be the $\alpha$-th query to the challenge oracle $\mathcal{E}_K^a$ or $S_E$. Let the (key, tweak)-pair of the $i$-th primitive call i.e. $(k_i, N_a || [i]_{n-s} || [d]_s)$ collide with an ideal-primitive query. Note that for each primitive call in the challenge oracle, the tweaks are unique. Hence, for any ideal-primitive query, the adversary can target the key of at most one internal primitive call. Since there are at most $q_p$ ideal-primitive queries, we obtain

$$\Pr[\text{Bad}_3] \leq \frac{q_p}{2^n}.$$  

We define an event $\text{Bad}$ that is true if and only if any of the above three conditions is satisfied. Hence

$$\Pr[\text{Bad}] = \Pr[\text{Bad}_1 \cup \text{Bad}_2 \cup \text{Bad}_3] \leq \frac{q_p}{2^n}. \quad (17)$$

The absence of $\text{Bad}$ ensures a fresh (key, tweak)-pair for each internal primitive call in the queries to $\mathcal{E}_K^a$. Thus, there is no difference between the real and the ideal game $\mathcal{G}_1$ and $\mathcal{G}_2$ in the black-box scenario. Under leakage, however, there may be a difference. We will show that for an adversary $\mathcal{A}_{12}$ that tries to distinguish between $\mathcal{G}_1$ and $\mathcal{G}_2$, the probability of success of $\mathcal{A}_{12}$ is bounded by the maximal advantage of an $F^*-\text{LUP}$ distinguisher $\mathcal{A}_{F^*-\text{LUP}}$ on the isolated primitive call. In the following, let $\rightarrow$ and $\leftarrow$ indicate forward and backward direction, respectively. Let $\mathcal{A}_{F^*-\text{LUP}}$ be an adversary for the $F^*-\text{LUP}$ game defined in Algorithm 9 and $\mathcal{A}_{12}$ be the adversary that shall distinguish between Games $\text{Real}(M)$ and $\text{Ideal}(M)$. $\mathcal{A}_{F^*-\text{LUP}}$ simulates $\mathcal{A}_{12}$’s challenger as follows:

- For a primitive query ($\rightarrow, k, J, X, b$) or ($\leftarrow, k, J, Y_b, b, s$), $\mathcal{A}_{F^*-\text{LUP}}$ replies by quering its own primitive oracle $F$.
- For a construction query $(N_r, A_r, M_r)$ (in encryption direction) with message $M_r = M_r^1 \parallel M_r^2 \parallel \cdots \parallel M_r^n$, $\mathcal{A}_{F^*-\text{LUP}}$ replies as follows:
  - Choose $k_1, k_2 \xleftarrow{\$} \{0, 1\}^n$.
  - Choose $j \in \{2,\ldots,n+1\}$.
  - For $i \leftarrow 1, 2, \ldots, j - 1$, $\mathcal{A}_{F^*-\text{LUP}}$ will get $k_{2i+1}^j, k_{2i+2}^j, Y_{4i-3}^j, Y_{4i-2}^j, Y_{4i-1}^j, Y_i$ and corresponding leakages by querying its primitive oracle with keys $k_{2i-1}^j, k_{2i}^j$ and tweaks $N_r || [i]_{n-s} || [d]_s$.
  - $\mathcal{A}_{F^*-\text{LUP}}$ receives $k_{2j+1}^j, k_{2j+2}^j, Y_{4j-3}^j, Y_{4j-2}^j, Y_{4j-1}^j, Y_{4j}$ and corresponding leakages by querying its primitive oracle with keys $k_{2j-1}^j, k_{2j}^j$ and tweaks $N_r || [j]_{n-s} || [d]_s$.
  - $\mathcal{A}_{F^*-\text{LUP}}$ will get $k_{2j+3}^j, k_{2j+4}^j, Y_{4j+1}^j, Y_{4j+2}^j, Y_{4j+3}^j, Y_{4j+4}^j$ by querying its own oracle with $(k_{2j-3}^j, N_r || [j]_{n-s} || [0]_s, N_r || [j]_{n-s} || [1]_s, N_r || [j]_{n-s} || [2]_s)$. 
At the end of an iteration, $A_{F^*\cdot LUP}$ will output a set of keys used in the primitive queries by adversary $A_{12}$ as $S = \{k : (k, J, \tau, s) \in \tau_p \land (J = N_{[j_{\text{in}}-8]} \oplus d_{[s]}, d \in \{0, 1, 2\})\}$. The advantage of the adversary $A_{12}$ will be inherited by $A_{F^*\cdot LUP}$. Moreover, there are at most $\sigma_m$ choices for index $j$. Thus, in absence of $\text{Bad}$, we obtain

$$\Delta G_{12} \leq \sum_{i=1}^{\sigma_m} \text{Adv}_{F^*\cdot LUP}^{F\cdot \text{Enc}[\tilde{F}], \text{Lup}_m, \text{Out}}(q_c, q_p) + \frac{q_p}{2^{m}}. \quad (18)$$

**Bounding the Difference between $\text{Ideal}(M)$ and $\text{Ideal}(\$).* Let $A_\$ be an adversary for the $F$-XOR game defined in Algorithm 7 and $A_{23}$ be an adversary that shall distinguish between the games $\text{Ideal}(M)$ and $\text{Ideal}(\$)$. $A_\$ simulates the challenger of $A_{23}$ as follows:

- For a primitive query ($\rightarrow, k, t, X, s$) or ($\leftarrow, k, t, Y_1||Y_2, b, s$), $A_\$ replies by querying its own primitive oracle $\tilde{F}$.
- For a construction query (in encryption direction) with a message $M_r = M_1^r \parallel M_2^r \parallel \cdots \parallel M_m^r$, $A_\$ replies as follows:
  - First, choose $j \in [1, m/4]$ and $k_0 \in \{0, 1\}^n$.
  - $A_\$ initializes an empty leakage list $L$.
  - For $i = 1, 2, \ldots, 4j - 4, 4j - 1, \ldots, m$, $A_\$ will compute $C_i^j$ by sampling $Y_i$’s randomly and xoring with corresponding message block and compute leakages using $L_{\text{in}}, L_{\text{out}}$ as in the $F$-LUP game.
  - $A_\$ queries its challenger with key $k_{2j}$, tweak $N_r_{[j_{\text{in}}-8]}||[1]_8$, two message block $M_{r,j}^j - 3, M_{r,j}^j - 2$ and get back $C_{i,j}^j - 3, C_{i,j}^j - 2$ and corresponding leakages.
  - Send $C_i = C_i^j \parallel C_{i,2}^j \parallel \cdots \parallel C_{i,m}^j$ and all leakages.

At the end, $A_\$ relays the output of $A_{23}$ to its challenger. As the only difference between the two games is in the $j$-th position, the advantage of $A_{23}$ will be inherited by $A_\$. Since we have to consider for all the message blocks to reduce to the full $A_{23}$ security, we obtain

$$\Delta G_{23} \leq \sigma_m \cdot \text{Adv}_{F\cdot \text{Enc}[\tilde{F}], A_\$, \text{Lup}_m}(p, q_c). \quad (19)$$

**Bounding the Difference between $\text{Ideal}(\$)$ and $\text{Real}(\$).** It is easy to see that distinguishing between $\text{Ideal}(\$)$ and $\text{Real}(\$)$ -- that is between games $G_3$ and $G_4$ -- is the same setting as distinguishing between $\text{Ideal}(M)$ and $\text{Real}(M)$, i.e. between games $G_1$ and $G_2$. Thus,

$$\Delta G_{34} \leq \Delta G_{12}. \quad (20)$$

The result follows from combining Equations (18), (19), and (20).
6 Conclusion

This work introduced two leakage-resilient AEAD schemes, FEDT and FEDT*, which utilize fork-ciphers as a primitive. FEDT and FEDT* achieve state-of-the-art throughput, beyond-birthday-bound security akin to previous constructions like TEDT and TEDT2, and propose a new hash function inspired by the TBC-based double-block-length hashing. While recent advancements indicate that efficiency can be enhanced with a larger tweakey, the exploration of more efficient hash functions based on fork-ciphers remains an interesting open problem. Comparing the performance of our proposed schemes with existing ones through concrete implementations is left as an open problem. Moreover, FEDT and FEDT* provide Grade-3 security and thus set the stage for future endeavors, with a new avenue being the construction of a Grade-2 leakage-resilient AEAD security based on fork-ciphers.
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